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What will be covered in this lecture?

1. Covariance 

2. Correlation 

Cautionary notes on correlation 

3. How to tell if a correlation is significant? 

3.1 Bootstrapping
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Covariance: helps to under stand if two sets of data moves together

Cov = 0 Cov > 0 Cov < 0 

Covariance is scale-variant, 
meaning its value is sensitive 
to the units we use.
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Correlation: a scale-invariant quantification

Pearson's Correlation ranges between -1 and 1. 
It is independent to the unit we use, which is also called scale-invariant.
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ρ = 0 ρ = 0.5 ρ = 1 ρ = -0.5 ρ = -1 

Correlation controls the shape of the data cloud

Covariance Variance of x Variance of y

Correlation
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Pearson's correlation only features linear relationship

A small or equal to zero Pearson's correlation 
does not mean variables have no relationships

If the true relationship is non-linear, Pearson's 
correlation cannot fully depict that relationship

scipy.stats.spearmanr (correlation 
based on rank rather than data values)
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Pearson's correlation is sensitive to outliers

A good correlation can be destroyed 
by one or several pivot point

One or several pivot points 
give you a "fake correlation"

pivot 
point

pivot 
point
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Whether a Correlation Coefficient is Statistically Significant?

r, p = scipy.stats.pearsonr(x, y)

ρ = 0

ρ ≠ 0
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One-sided or Two-sided?

One-sided test Two-sided test
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The python package does not handle outliers

The package assumes that  
Data follow a Normal distribution

p < 0.01

r, p = scipy.stats.pearsonr(x, y)
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Bootstrapping: A Robust Alternative

(1) Resampling with replacement

(2) Calculate the target statistics on 
resampled data

(3) Repeat to generate a distribution

np.random.randint()

Using resampling to generate slightly perturbed versions of your data 
and capture uncertainties arose from randomness.

for ct in np.arange(N_boot): 

Resample your data with replacement 

Calculate statistics using resampled data 

Save calculated statistics in an array 

Evaluate the confidence interval of statistics
Some points can be sampled more 
than once, whereas some others do 
not appear in the resampled data.
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Bootstrapping: A Robust Alternative

Double-peak

95 c.i.
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