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Lecture 7: Linear Regression  

Using Global Warming as a Case Study
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What will be covered in this lecture?

1. Regression to find the trend 

2. Uncertainty of regression analysis 

3. Minimizing Square Loss and Gaussian Likelihood 

4. Assumptions of Ordinary Least Squares and their validation 

-> Auto-correlation / Effective Sample Size / Block Bootstrapping
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Earth's Surface Temperature has been Increasing

Global Mean Surface Temperature

How fast is the Global Mean Surface Temperature (GMST) changing with time?
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Regression to Find the Trend

y = F(x) + ε

Find the function of predictors that fit the predicted variable the most.

Choose a 
functional form

Define what it 
means by fit

Find that 
"most"

1 2 3
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1. Choose a Functional Form

The simplest is to find a linear-relationship 

T = αt + µ

Linear regression vs. Non-linear regression

Find only 
scaling factors

Find more than 
scaling factors

y = ae2x y = aebx

Fitting a line is linear regression,  
but linear regression is more than fitting a line.
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2. Defining Loss

Quantify the closeness of alignment between data and the regression line.

Squared Loss:

Variance of data relative to the regression line,

Variance:

also called the Mean Squared Error (MSE).
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3. Optimization and find the solution

When we are fitting a line:

Ordinary Least Square (OLS) Solution

import statsmodels.api as sm 

years_matrix = sm.add_constant(years)   

model = sm.OLS(GMST, years_matrix)   

results = model.fit() 

GMST_hat = results.fittedvalues
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The three steps are the key philosophy of data science and machine learning

y = F(x) + ε

Choose a 
functional form

Define what it 
means by fit

Find that 
"most"

1 2 3



SOES3042/6025 Part II, Lecturer: Duo Chan

Understanding the Summary of the Ordinary Least Square Estimate

print(results.summary())

Overall significance 
of the entire model

Significance of 
individual parameters



SOES3042/6025 Part II, Lecturer: Duo Chan

Assumptions behind Ordinary Least Squares (OLS)

K-S test BootstrappingData is Gaussian

(1) X is noise free 

(2) Errors follow Gaussian distribution 

(3) Errors are independent with each other 

(4) Errors have the same variance
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Whether errors are independent with each other?

1st 2nd 3rd 4th 5th

1st 2nd 3rd 4th 5th
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Auto-correlation: Testing independence of error across time

Auto-correlation is the correlation with 
itself but with a time lag in between

Lag-1

1st 2nd 3rd 4th 5th

1st 2nd 3rd 4th 5th
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Auto-correlation Function: auto-correlation as a Function of Lag

Lag-1

Lag-2

Lag-3

...

statsmodels.api.tsa.acf(x, nlags)
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Effective Sample Size (ESS)

If errors have significant auto-correlation, the effective 
number of independent sample will be fewer than the 
number of time step. 

This effective sample size can be estimated by:

Plugging in estimated autocorrelation for the GMST 
problem, we get an ESS of 8, suggesting the 
dataset can be broken into 8 independent chunks 
of data.
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Understanding the Effective sample size

Large auto-correlation
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Understanding the Effective sample size

Large auto-correlation Small auto-correlation
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Block Bootstrapping: Further Accounting for Auto-correlation structures

(1) Resampling blocks of data with 
replacement

(2) Calculate the target statistics on 
resampled data

(3) Repeat to generate a distribution

np.random.randint()

ESS = ... 

N_blocks = int(N / ESS) 

for ct in np.arange(N_boot): 

Resample data blocks with replacement 

Calculate statistics using resampled data 

Save calculated statistics in an array 

Evaluate the confidence interval of statistics
Block bootstrapping often leads to 
wider uncertainty estimates.

(0) Estimate block size using ESS
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Is error independent?

Auto-correlation test
NoYes

Calculate Effective Sample size

Block Bootstrapping

Lecture/Practical 7

BootstrappingIs error Gaussian?

K-S test

Choose function form

Plot and visualise 
your data

Significance

Remove mean /
seasonal cycle...

Prepare

Analysis

No

use result.summary() to 
evaluate significance

Yes

Choose loss function

Optimization

Does x contain error?
Yes

Total Least SquareDo X and Y have the same unit?
Yes

NoNo

Are there apparent 
outliers?

No

Yes

import statsmodels.api as sm 
X = ...   
model = sm.OLS(Y, X)   
results = model.fit() 
Y_hat = results.fittedvalues

1

2

3

Other methods to be 
covered in Lecture 10

Road Map of the Statistics Part
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