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ABSTRACT

The International Comprehensive Ocean–Atmosphere Dataset (ICOADS) is a cornerstone for estimating

changes in sea surface temperatures (SST) over the instrumental era. Interest in determining SST changes to

within 0.18C makes detecting systematic offsets within ICOADS important. Previous studies have corrected

for offsets among engine room intake, buoy, and wooden and canvas bucket measurements, as well as noted

discrepancies among various other groupings of data. In this study, a systematic examination of differences in

collocated bucket SST measurements from ICOADS3.0 is undertaken using a linear-mixed-effect model

according to nations and more-resolved groupings. Six nations and a grouping for which nation metadata are

missing, referred to as ‘‘deck 156,’’ together contribute 91% of all bucket measurements and have systematic

offsets among one another of as much as 0.228C.Measurements from the Netherlands and deck 156 are colder

than the global average by20.108 and20.138C, respectively, both at p, 0.01, whereasRussianmeasurements

are offset warm by 0.108C at p, 0.1. Furthermore, of the 31 nations whosemeasurements are present in more

than one grouping of data (i.e., deck), 14 contain decks that show significant offsets at p , 0.1, including all

major collecting nations. Results are found to be robust to assumptions regarding the independence and

distribution of errors as well as to influences from the diurnal cycle and spatially heterogeneous noise vari-

ance. Correction for systematic offsets among these groupings should improve the accuracy of estimated SSTs

and their trends.

1. Introduction

Currently available gridded sea surface temperature

(SST) products are based on measurements collected

together under the auspices of the International Com-

prehensive Ocean–Atmosphere Dataset (ICOADS;

Freeman et al. 2017). Measurements are of water con-

tained within the upper several meters of the ocean that

was variously collected using buckets or engine room

intakes, or measured in situ using moored or drifting

buoys. Bucket measurements are the dominant source

of instrumental SSTs in ICOADS prior to 1941. Mea-

surements from engine-room intakes appear in the

1930s and become common starting in 1941, and buoy

and drifter measurements start in the 1980s. Absolute

numbers of bucket measurements decline in the 2000s

(Kennedy et al. 2011b). We focus on bucket measure-

ments because they are the dominate source of SST

measurements prior to 1941 and on systematic biases

because of their potential consequences for global trend

estimates (Kennedy 2014). Bucket measurements have

biases that are estimated to range from 218 to 10.18C
depending on various evaporative, sensible, and solar

heat fluxes (Folland and Parker 1995). Given interest in

reconstructing regional and global SST changes to the

order of 0.18C, accurate bias correction for bucket

measurements is necessary.

An approach widely applied to estimate bucket mea-

surement bias is to thermodynamically model the heat-

ing and cooling influences to which water in a bucket

is exposed (Folland and Parker 1995). Running such a

model with representative meteorological fields yields

spatially and seasonally varying correction patterns. The

parameters in such a model are, however, generally

underconstrained because detailed information regard-

ing parameters such as bucket type, size, and on-deck

time are not generally available (Ashford 1948). A com-

mon simplification is to assume only two bucket types
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involving wooden and canvas varieties whose relative

proportions vary linearly with time (Folland and Parker

1995; Rayner et al. 2006; Kennedy et al. 2011b). An-

other approach is to compare SST observations against

nighttime marine air temperatures, but where a con-

stant spatial pattern of correction whose amplitude

varies slowly in time is typically also used (Smith and

Reynolds 2002; Huang et al. 2015). Although commen-

surate with the limited metadata available for determining

observational characteristics, these simplifying assumptions

regarding the space–time structure of bucket biases lead to

incomplete bias correction (Kennedy 2014).

The presence of biases in specific measurement

methods coupled with systematic changes in where and

when those methods are applied can impart artificial

jumps or trends in SST time series. For example, a

sudden drop in global temperature by 0.38C in 1945 was

identified to arise from offsets between engine-room

intake and bucket temperature estimates (Thompson

et al. 2008; Kennedy et al. 2011b). More recently, dif-

ficulty in simulating a slowdown in global warming

(Fyfe et al. 2013) was partly reconciled (Medhaug et al.

2017) by adjusting SST bias corrections that led to

0.0648C decade21 more warming between 2000 and

2014 (Karl et al. 2015). Given the significant implica-

tions of these past adjustments, identification of any

further systematic offsets in SST records could also

have important implications for reducing bias and un-

certainty in global temperature trends (Jones and

Wigley 2010; Kennedy 2014).

There are several indications that certain groups of

bucket measurements contain unique bias structures

within the ICOADS dataset. Various nations and fleets

are documented to have used buckets with distinct

rates of sensible, evaporative, and solar heat fluxes,

as well as thermal equilibration times (Folland and

Parker 1995), and those differences may not be fully

captured by dichotomizing the bucket dataset into

wooden and canvas types (Folland and Parker 1995;

Kennedy et al. 2011b). In the early 1910s, for example,

the German navy used a kind of bucket that cooled

relatively quickly due to its small size (Ashford 1948).

Beyond issues of differing bucket characteristics, groups

of ships may follow different measurement proto-

cols. Anecdotal evidence exists, for example, that

some Japanese bucket measurements are biased cold

(Uwai and Komura 1992), possibly because the Kobe

Imperial Marine Observatory prescribed waiting un-

til thermometer readings were stable—thus exposing

water samples to increased evaporative cooling—as

opposed to stipulating a shorter on-deck measurement

time (Folland and Parker 1995). A systematic exami-

nation of whether statistically significant offsets exist

across groups of bucket SST measurements thus ap-

pears warranted.

2. Data and methods

SST measurements used in this study come from

ICOADS3.0 (Freeman et al. 2017). Because important

details regarding how measurements in ICOADS3.0

were collected and archived are not always available,

the specific methodology for identifying bucket SST

measurements and screening for outliers is an impor-

tant feature of this study, which we outline in this sec-

tion. All bucket data available in ICOADS3.0 between

1850 and 2014 are analyzed. To facilitate intercom-

parison between bucket measurements, we also de-

scribe techniques to account for spatial, seasonal,

and diurnal offsets between measurements. As the final

part of this section, motivated by the structure of

ICOADS3.0, we present a linear-mixed-effect model to

evaluate whether systematic differences exist among

more-resolved groups of SST data.

a. SST data

1) IDENTIFICATION AND QUALITY CONTROL

The source of an SST observation within ICOADS3.0

is not always explicitly provided. Following the same

procedure used for HadSST3 (Kennedy et al. 2011b), we

identify bucket measurements using World Meteoro-

logical Organization Report 47 (WMO47; Kent et al.

2007) and ICOADS metadata. Prior to 1941, all SST

measurements are assumed to be from buckets unless

explicitly recorded otherwise. Analysis of the amplitude

of the diurnal cycle in SST before 1941 supports un-

identified records as being overwhelmingly from

buckets (Carella et al. 2018). From 1941 onward, if the

method of measurement is missing in both WMO47 and

ICOADS metadata, SST measurements are assumed

to come from buckets if the associated nations are re-

ported to have at least 95% of their ships making bucket

measurements in WMO47 (Table 1).

Quality control of raw bucket SST data follows three

steps. First, 10% of data identified as coming from

buckets are omitted because quality-control flags indi-

cate erroneous reports or outlier behavior. Specifically,

the SST trimming flag (SF) or the National Climate

Data Center (now known as the National Centers for

Environmental Information) quality-control flag (SNC)

is greater than 5. Second, 0.04% of the remaining data

have temperatures warmer than 378C or colder than

258C and are removed for being unphysical. These

thresholds are based on a physically plausible range

from 21.88 to 348C (Kleypas et al. 2008) along with a
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TABLE 1. Nation and deck designations. Decks for which a nation’s presence is inferred from deck descriptions, as opposed to being

explicitly given, are shown in boldface. The fixed effects of groups that significantly depart from zero in the nation-level analysis are

indicated using one asterisk (*) for p, 0.1 and two asterisks (**) for p, 0.01. Decks that significantly differ from other decks are likewise

marked with asterisks.

Abbreviation Full name Fixed effect (8C) ICOADS 3.0 deck

AR Argentina 0.35** 732, 780, 927

AU Australia 20.02 246, 750*, 780, 900, 926, 927*
BE Belgium 20.11 926, 927, 928

BR Brazil 20.34** 780, 926, 927

CA Canada 0.19** 780*, 926, 927

CN China 0.03 781
DE Germany 0.01 151, 192**, 215*, 720, 721, 732**, 780, 926, 927

DK Denmark 20.06 926, 927

EG Egypt 0.10 927

ES Spain 0.31** 926*, 927*

FR France 0.06 732, 780, 926, 927

GB Great Britain 0.02 152, 184, 201, 202, 203, 204, 205*, 206, 216, 221, 230, 245,

246, 247, 249*, 732, 780, 926, 927, 928
HK Hong Kong 0.09 926**, 927**, 928**

HR Croatia 0.34** 926

IE Ireland 20.31** 926, 927

IL Israel 0.42** 926*, 927*

IN India 0.38** 780, 926, 927

IS Iceland 20.07 926, 927

JP Japan 20.06 118**, 187, 780, 898, 926*, 927

KE Kenya 0.36* 926, 927

MY Malaysia 0.40** 926, 927

NL Netherland 20.10** 150, 193, 732**, 780, 926, 927

NO Norway 0.17** 188, 702, 780, 926, 927
NZ New Zealand 0.13* 780, 926, 927

PH Pakistan 0.16 926, 927

PK Philippines 20.07 927

PL Poland 0.38** 926, 927

PT Portugal 0.13* 780, 926, 927

RU Russia 0.10* 185, 731, 732, 735*, 926, 927

SE Sweden 0.16* 926*, 927*

SG Singapore 0.21** 926, 927

TH Thailand 0.15 926, 927

TZ Tanzania 20.37* 927

UG Uganda 20.18 927

US United States 0.03 116*, 218, 281, 701, 703, 704, 705**, 706, 707, 710**,
732, 780*, 874*, 888, 889, 892, 926*, 927

YU Uruguay 0.41** 926**, 927**

ZA South Africa 0.07 899, 926*, 927
Deck 155 — 20.13* —

Deck 156 — 20.13** —

Deck 197 — 0.03 —

Deck 201 — 0.02 —

Deck 209 — 0.09 —

Deck 210 — 0.12 —

Deck 255 — 0.20* —

Deck 700 — 20.01 —

Deck 740 — 0.08 —

Deck 749 — 0.14 —

Deck 792 — 0.05 —

Deck 849 — 0.16 —

Deck 874 — 0.61 —

Deck 889 — 0.13 —

Deck 896 — 20.32 —

Deck 901 — 20.15 —

Deck 926 — 0.30* —

Deck 927 — 20.02 —

Deck 992 — 0.10 —
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three-standard-deviation observational error (Kent and

Challenor 2006). Finally, another 6%ofmeasurements are

excluded on the basis of the results obtained by im-

plementing the buddy-checkmethodology of Rayner et al.

(2006). In total 63 million bucket SST measurements pass

quality control.

2) PAIRING SST MEASUREMENTS

Similar to a previous study regarding observational errors

between 1970 and 1997 (Kent and Challenor 2006), bucket

measurements are grouped according to collecting coun-

tries under the assumption that countries share more con-

sistent methods. Country information is identified using the

ICOADS country code. When the country code is missing,

we infer countries from deck information (Kennedy et al.

2011b; see updates in Table 1). Decks initially referred to

punch cards used for storing the data and are now the basic

unit according to which ICOADS data are organized

(Freeman et al. 2017). Such a grouping yields a total of 37

distinct countries. In cases where country information is

neither indicated nor inferable (Carella et al. 2018), mea-

surements are grouped and analyzed only according to

decks, which accounts for another 19 groups, giving a total

of 56 groups at the ‘‘national’’ level.

To assess differences among national-level groups of data,

nearby bucket measurements from different groups are

paired. Measurements are paired only if they come from

distinct nations and are within 300km and 2 days of one

another. Each measurement is used only once in order to

prevent the introduction of error covariance between pairs.

The algorithm we use to identify pairs prioritizes those

measurements that are closest in space. Specifically, all

potential pairs within a given month are rank ordered ac-

cording to distance, and the closest pair is selected. After

discarding all pairs involving previously selected mea-

surements, the next closest pair of data is selected, and so

on. This search yields 16.2 million pairs of data, involving

about half of the 63million bucket SSTmeasurements that

pass quality control. Results are not qualitatively sensitive

to using amore stringent spatial threshold of 100 or 200km

for purposes of pairing, or if pairs are also prioritized ac-

cording to groups having fewer data. Sensitivity to method-

ological choices is more thoroughly described in section 5.

There are on average 170 000 pairs of data in each year

between 1900 and 2000, but with relatively few obser-

vations before 1900, during the twoworld wars, and after

2000 (Fig. 1). Spatially, observations are abundant in the

North Atlantic, shipping corridors in the North Pacific,

and trade routes to South America (Figs. 1 and 2).

3) CLIMATOLOGICAL OFFSETS

More accurate intercomparison of proximate SST

observations is possible through removing systematic

offsets associated with spatial and temporal separation.

For example, SSTs measured toward higher latitudes or

temporally nearer minimumwinter temperature may be

expected to be colder. To correct for these climatolog-

ical offsets in pairwise comparisons of SST measure-

ments, we use optimally interpolated SSTs (OI-SST;

Reynolds et al. 2007), which provide estimates of daily

SST at 0.258 resolution. Under the assumption that

oceanic climatological gradients have changed little, we

compute the OI-SST average for a given location and

day across 1982 –2014 and remove it from each bucket

SST measurement.

SSTs obviously also vary diurnally (Kennedy et al.

2007; Morak-Bozzo et al. 2016; Carella et al. 2018). A

correction for climatological diurnal variability is made

using hourly observations from buoy and drifter data

between 1990 and 2014 in ICOADS3.0. The shape of the

climatological diurnal cycle can vary substantially, with

first-order differences having to do with seasons and

latitudinally dependent differences in diurnal variation

in incoming solar radiation. We, therefore, follow

Morak-Bozzo et al. (2016) and first empirically estimate

the shape of the diurnal cycle at 58 latitude bands for

each month. The amplitude of the predetermined di-

urnal shape is then fit for each 58 3 58 grid using least

squares. The estimated diurnal anomaly in SST is re-

moved from each bucket SSTmeasurement according to

the hour in which it was collected.

Because our analysis is exclusively of differences in

paired SST measurements, this removal of the climato-

logical average is equivalent to removing the climato-

logical difference between pairs of measurements

according to difference in location and time.

b. Estimating offsets using a linear-mixed-effect
model

A linear-mixed-effect (LME) model is used to quan-

tify offsets among nations, as well as the significance of

these offsets. The model is written

dT5Xa1Z
y
b
y
1Z

r
b

r
1b

s
, (1)

where dT is a vector of SST differences between paired

bucket measurements. As described in previous sec-

tions, climatological contributions to differences asso-

ciated with spatial, seasonal, and diurnal effects are

removed from dT. The vector a is the ‘‘fixed effect’’

term and represents the SST offset for each nation rel-

ative to all other nations. Such systematic offsets may

arise for various reasons, including systematic differ-

ences in bucket characteristics or measurement protocols

(Ashford 1948). We specify national-average offsets in

temperature as fixed effects because our interest focuses

2572 JOURNAL OF CL IMATE VOLUME 32



on specific nations present in the ICOADS dataset, as

opposed to a hypothetical population from which these

nations may have been selected (Searle et al. 2009).

Other discrepancies between SST measurements are

represented as random effects organized according to years

by and regions br. Regional effects may arise, for example,

because bucket biases depend on local weather conditions,

such as greater rates of latent cooling in windy regions

(Folland and Parker 1995), or from differences in surface

and subsurface ocean temperatures and the relativemixture

in a bucket sample (Stevenson 1964). Yearly effects may

arise from changes in buckets and measurement protocols

(Folland and Parker 1995), ship size (Kent et al. 2013) and

speed (Carella et al. 2017), or systematic changes in tem-

perature structure (Cowtan et al. 2015) or winds (Vautard

et al. 2010). The terms by and br are specified as normal

with zeromean, an assumption intrinsic to the LMEmodel.

The terms X, Zy, and Zr are selection matrices that specify

individual measurements that, respectively, belong to

common groups, 5-yr blocks, and regions.

The remaining term in Eq. (1), bs, represents contri-

butions from SST variance and observational un-

certainty. We initially focus on a simple case, in which

differences between pairs of SST measurements are

assumed independent and identically normally distrib-

uted. The variance of these differences s2
p is the sum of

observational variance s2
o and the variance associated

with displacement ofmeasurements in space and time s2
c

after correcting for climatological offsets. Maximum

likelihood estimates of the fixed and random effects,

along with their variance and covariance, are obtained

following Harville (1977). See the appendix for details.

FIG. 1. Statistics of bucket SST measurements. (a) The number of paired measurements per year broken down

according to collecting group. Table 1 lists the abbreviations, and ‘‘D’’ denotes deck. Countries that have less than

200 000 paired measurements total between 1850 and 2014 are listed as ‘‘Others’’ and plotted collectively (dark

gray). The number of unpaired bucket measurements is plotted as additional data to that of the paired measure-

ments for purposes of completeness (light gray). Also shown is the percentage of SSTs paired in each year (right y

axis; black line). (b) A map of the number of bucket SST measurements between 1850 and 2014. (c) A map of the

number of paired bucket SST measurements between 1850 and 2014.
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For purposes of computational efficiency, we average

all SST differences associated with a given combination

of nations that reside within a given 5-yr increment and

region (Fig. 3). For example, all SST differences coming

from the United States and United Kingdom in the

subpolar North Atlantic between 1950 and 1954 are

averaged. Averaging reduces the original 16.2 million

SST pairs to 20 775 combinations. To account for this

averaging, the diagonal elements in the variance matrix

of bs are replaced by s2
p 5s2

p/n, where n is the number

of SST differences averaged together for a given com-

bination. As discussed in section 5, our results are not

overly sensitive to the degree of averaging or to more

comprehensive representations of the error structure.

Our LME approach is similar to an analysis of variance

(ANOVA; e.g., chapter 8 in Anderson 1962). Indeed, if by

and br in Eq. (1) are treated as fixed effects, the LME and

ANOVAmethods are equivalent, and the problem can be

solved using multiple linear regression techniques. LME is

expected to outperform ANOVA, however, when random

effects are present. Specifically, the LME framework better

suits exploration of mean offsets in group-level SST esti-

mates given thepresenceof yearly and regional variations in

differences between bucket SST measurements.

FIG. 2. Paired bucket SSTmeasurements according to nation. Individual panels are for measurements from (a) the

Netherlands, (b) the United Kingdom, (c) the United States, (d) Germany, (e) Japan, and (f) Russia. Of the 16.2

million pairs, 86% are in the Northern Hemisphere, and 1% are from regions poleward of 408S. In addition, 58% of

the paired observations are from the Atlantic, 17% from the Pacific, 15% from the Indian Ocean, 7% from the

Mediterranean Sea, and 2% from the Arctic. Gray shading indicates regions having no paired measurements.
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3. Nation-level results

The LMEmethodology is first used to examine whether

there exist significant offsets in SST reports among nations

(Fig. 4). Offsets are given by the fixed effects and range

from 20.378 (Tanzania) to 0.618C (deck 874, treated as a

nation because additional information is missing). The

weighted sumof fixedoffsets are constrained to equal zero,

which is equivalent to computing offsets relative to the

average of all paired measurements (see the appendix for

details). Out of 56 national groups, 24 groups have fixed

effects that significantly (p, 0.1) differ from zero, and 15

groups have highly significant (p , 0.01) fixed effects.

Bucketmeasurements are expected to be biased cold (e.g.,

Folland and Parker 1995; Rayner et al. 2006; Kennedy

et al. 2011b), but these results indicate that the extent of

this bias varies according to nation.

Between 1850 and 2014, 91% of all bucket SST mea-

surements come from six nations (Germany, the United

Kingdom, the United States, Japan, Russia, and the

Netherlands) as well as deck 156, for which country-

specific information is lacking. The spatial distribution

of these major reporting groups is shown in Fig. 2.

German, U.K., U.S., and Japanese measurements are,

on average, consistent with an offset of zero, each having

insignificant fixed effects within 60.068C. Measure-

ments from the Netherlands, Russia, and deck 156,

however, are associated with significant offsets. The

Netherlands and deck 156 measurements are highly

significantly offset cold by 20.108 and 20.138C, re-

spectively, and the Russian measurements are signifi-

cantly offset warm by 0.108C.

The spread of offsets across major collecting groups,

from20.138 to 0.108C, can be interpreted in the context

of a thermodynamic bucket model (Folland and Parker

1995).We consider a simple case involving only a canvas

bucket model. Relative to a standard canvas bucket

having an on-deck exposure time of 5min, the observed

range of systematic offsets could be obtained by average

on-deck exposure times ranging from 4 to 6.5min

(Fig. 5), or if the bucket size ranges from 64% to 148%

of its standard volume. Such ranges in exposure time and

volume appear plausible given historical differences in

collection methods (Ashford 1948). For example, doc-

uments indicate that U.S. (Wyman 1877) and Russian

(Hydrometeoizdat Moscow 1941) observers were in-

structed to have on-deck exposure times of less than 1min,

whereas Japanese (Kobe Imperial Marine Observatory

1925) and Netherlands (KNMI 1937) observers were in-

structed to wait for an equilibrated reading. More com-

prehensive interpretation of offsets among these major

collecting groups could be achieved by taking into ac-

count temporal changes in offsets as well as variations in

the ratio of wooden versus canvas buckets, but these are

beyond the scope of this current analysis.

Many nations that have large offsets are only present

in ICOADS3.0 after 1960 and make small contributions

to the total number of bucket measurements. For ex-

ample, Spain contributes 0.02% and has a highly sig-

nificant offset of 0.318C,Malaysia contributes 0.02%and

has a highly significant offset of 0.408C, and Tanzania

contributes 0.001% and has a significant offset of20.378C.
There are, however, potentially important regional con-

tributions. Canada contributes 0.8% of all bucket mea-

surements and has a highly significant fixed effect offset

of 0.198C. This offset could have important implications

for regional SSTs because Canadian measurements

comprise 80% of all bucket measurements near its shores

in the Arctic and North Atlantic since 1960, although the

magnitude of the effect will also depend on how non-

bucket SST measurements are incorporated in any given

analysis. Another notable offset involves Brazil, whose

measurements are highly significantly offset by 20.348C
and contribute 40% of bucket measurements near the

east coast of South America.

It is also possible to perform pairwise comparisons

between nation-level groups. In testing for significant

differences between countries, accounting for both

fixed effects and random yearly effects becomes im-

portant because the intervals covered by various na-

tions typically only partially overlap and yearly random

effects can rival the magnitude of the fixed effects.

Performing significance tests for offsets between com-

binations of nations (Fig. 6), we find that among major

collecting nations that theNetherlands and deck 156 are

FIG. 3. Regional divisions. Regional offsets of individual groups

are estimated at each of 17 subbasins: the Arctic (Arc), subpolar

North Pacific (ExNP), subpolar North Atlantic (ExNA), western

subtropical North Pacific (WSubNP), eastern subtropical North

Pacific (ESubNP), subtropical North Atlantic (SubNA), Mediter-

ranean Sea (Mid), tropical Indian Ocean (TIO), western tropical

Pacific (WTP), central tropical Pacific (CTP), eastern tropical Pa-

cific (ETP), tropical Atlantic (TA), subtropical South Atlantic

(SubSA), subtropical Indian Ocean (SubIO), subtropical South

Pacific (SubSP), subpolar Southern Ocean (SubSO), and polar

Southern Ocean (PSO).
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significantly colder than German, U.K., and U.S. mea-

surements, whereas Russian SST reports are, on aver-

age, significantly warmer than Japanese, Netherlands,

and deck 156 measurements. Among the full 1180

combinations of nations, 463 combinations show sig-

nificant differences at p , 0.1 (Fig. 6). Given that we

are in a multiple-hypothesis testing regime, we also

consider a Bonferroni correction (Bonferroni 1936) to

the pairwise test. Pairs are considered significant if their

p value is smaller than a 5 0.1/1180, and 78 of the 1180

combinations remain significant under this stringent

criteria (Fig. 6).

It is worth considering whether offsets in relative

temperature could indicate that measurements are bi-

ased warm in an absolute sense. The absolute temper-

ature correction indicated by the Folland and Parker

(1995) bucket model, when driven by the ICOADS cli-

matology and averaged across the globe, is 20.048C for

wooden buckets and 20.48C for canvas buckets. The

greatest cooling occurs in the tropics and western

boundary currents, with cooling biases reaching as much

as20.98C. Offsets among major collecting countries are

within 60.28C, indicating that measurements from all

major groups are, on average, still biased cold in an

absolute sense for canvas buckets but may be biased

warm for wooden buckets. Furthermore, positive offsets

greater than 0.48C occur for Israel between 1960 and

1995, Malaysia between 1960 and 2010, and Uruguay

between 1960 and 1985 (see Table 1 and Fig. 4). A

positive absolute bias could be a consequence of buckets

that are well insulated but still subject to insolation

(Hirahara et al. 2014). Another possibility is that some

FIG. 4. Fixed plus yearly offsets of bucket SST measurements. Offsets are relative to the

average across all pairedmeasurements from all 56 groups. Groups are designated according to

nation unless nation information is missing, whereupon groupings are by decks. Using an or-

dinary t test, 24 groups have fixed offsets that significantly differ from zero at p, 0.1 [indicated

by one asterisk (*); see Table 1], and 15 groups have significant fixed offsets at p , 0.01 [in-

dicated by two asterisks (**)].
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measurements are not actually from buckets, but in-

stead from engine room intake, which is generally bi-

ased warm (Kennedy et al. 2011b). Further efforts to

distinguish between these scenarios, possibly using the

amplitude of diurnal variations (e.g., Carella et al.

2018), are warranted but beyond the scope of the

present study.

4. Deck-level results

Having identified offsets among nations, it is also

relevant to test whether significant offsets exist among

decks from the same country. As the basic unit of

ICOADS datamanagement (Freeman et al. 2017), some

divisions of decks appear purely for storage reasons,

with individual ship tracks split between decks (Carella

et al. 2017). Some other decks have essentially no meta-

data from which to infer whether decks are divided into

physically meaningful groups. For example, deck 192

was captured byAllied troops duringWorldWar II in the

form of punch cards and subsequently translated with

assistance from the German Meteorological Service, but

the original records that might have afforded more

metadata were destroyed during the war (Air Weather

Service and Weather Bureau 1955).

Metadata associated with some decks clearly indicate

distinct sources. For example, deck 118 is the Japanese

Kobe collection, whereas deck 187 comprises data from

the Japanese Whaling Fleet. Conversely, some distinct

decks have similar descriptions. For example, both deck

205 and 211 come from Scottish Fishery Cruisers. Those

decks having similar descriptions are combined and

treated as a single deck (Table 2). The refined grouping

yields 139 decks distributed across 37 nations for a total

of 158 distinct groups (Table 1). Measurements without

country information are, again, arranged only by decks.

Distinguishing groups by decks and nations increases

the number of measurements that are paired from 16.2

million in the nation-level analysis to 17.6 million. Av-

eraging according to the same domains as for the nation-

only analysis gives 43 813 averaged pairs.

Extending from the nation-only analysis [Eq. (1)], we

now assign a hierarchical structure to nations and decks:

dT5 dTN 1 dTD 1b
s
,

dTN 5XNaN 1ZN
y b

N
y 1ZN

r b
N
r ,

dTD 5XDaD 1ZD
y b

D
y 1ZD

r b
D
r ,

(2)

where superscripts N and D denote nation and deck.

Equation (2) is equivalent to Eq. (1) at the national level,

but at the deck level additional offsets are allowed. Deck-

level fixed effects are constrained to sum to zero for each

nation, where the sum is weighted by the number of

paired measurements associated with individual decks.

No deck-level variability is permitted for nations associ-

ated with only one deck. Tests for differences between

decks make use of only the deck-level results from the

LME and are thus not influenced by nation-level offsets.

Significant (p, 0.1) deck-level offsets are found for every

major collecting country (Fig. 7).

The Netherlands has among the most consistent

interdeck SST measurement behavior (Figs. 7a and 8a),

despite being offset cold relative to other nations from

1850 to 2014. This consistency suggests that Netherlands

measurements could be treated as a single supergroup.

The one exception is deck 732, which contains Neth-

erlands measurements that are colder than other

Netherlands decks by more than 0.58C (Fig. 8a). Deck

732 is a Russian Marine Meteorological Dataset for

which problematic position reports were identified else-

where (Kennedy et al. 2011b), leading to exclusion of

some of its contents in ICOADS3.0 (Freeman et al.

2017). There are only 499 paired Netherlands measure-

ments in deck 732 in the 1960s (Fig. 8a), and their out-

lying behavior suggests that position errors or some

other data artifact are present. Deck 732 is also an outlier

for 1201 German measurements in the 1950s that are

FIG. 5. Simulated SST offsets for a canvas bucket. Offsets are

contoured as a function of on-deck time (x axis) and bucket volume

(y axis). These offsets are relative to a reference bucket (red star)

with a diameter of 16.3 cm and depth of 14 cm that is exposed on

deck for 5min. Other model parameters are listed in Table S1.

Offsets estimated for major collecting nations are indicated by

colored lines. The bucket model is run at individual 58 3 58 oceanic
grids for each hour and month, and indicated offsets are the annual

average over 608S–608N. OI-SST climatology between 1982 and

2014 is used to initialize the model, and the model is driven by the

hourly resolved 2-m air temperature, 2-m dewpoint temperature,

10-m wind speed, and surface insolation climatology from ERA-

Interim (Dee et al. 2011) between 1985 and 2014.
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more than 0.58C warmer than all other German decks

(Fig. 7d).Measurements from theU.K. are also generally

consistent across its 20 decks, except for data from

Scottish Fishery Cruisers (deck 205) in the 1940s and

1950s andU.K. Royal Navy Ships during the FirstWorld

War (deck 249), which are significantly colder than other

U.K. decks (Figs. 7b and 8b).

U.S. decks are found to have considerable offsets

(Figs. 7c and 8c). Before the 1940s, measurements from

U.S. Arctic logbooks (deck 710) are significantly colder

than all other U.S. decks. Starting in the 1950s, mea-

surements from the International Maritime Meteoro-

logical Data (deck 926) and World Ocean Database

(deck 780) are significantly colder than those from In-

ternational Marine archives (deck 927). Furthermore,

from the 1920s to the 1940s, U.S. Naval measurements

(deck 281) are significantly warmer than those from

Merchant Marine ships (decks 705, 706, and 707). It

may be the case that U.S. Naval measurements do not

actually come from buckets, as is assumed to be the case

before 1941 and is indicated in ICOADS or WMO47

metadata afterward, but instead come from engine

room intake measurements, as suggested previously

(Kennedy et al. 2011b; Carella et al. 2018). There are

also differences between U.S. Merchant Marine decks,

with deck 705 being significantly colder than deck 706

and 707.

Rayner et al. (2006) found that U.S. Merchant Marine

deck 705 was generally unbiased, whereas Merchant

Marine deck 706 was offset cold in the Pacific, and deck

707 was offset cold in both the Pacific and Atlantic rel-

ative to Met Office Historical Sea Surface Tempera-

tures (MOHSST). The discrepancy between our results

and those of Rayner et al. (2006) may arise because of

FIG. 6. Offsets between pairs of nation-level groups. Differences between countries on the y

axis and countries on the x axis are shown in color. Significance as per Eq. (A5) at p , 0.1 is

indicated by a plus sign (1) for positive offsets and by a minus sign (2) for negative offsets.

Markers in yellow indicate significant offsets between nations after applying the Bonferroni

correction for multiple hypothesis testing. White boxes indicate that two groups have no

overlapping periods.
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updates to the data contained within ICOADS relative

to MOHSST. A comprehensive set of codes for pro-

cessing ICOADS data and testing for offsets among

nations and decks are made available with this publica-

tion and can be downloaded from https://github.com/

duochanatharvard/SST-LME-compact. This code should

facilitate checking how subsequent changes to the

ICOADS dataset influence relative offsets.

5. Sensitivity of results to changes in model
formulation

Several simplifying assumptions were made in imple-

menting Eq. (1) involving whether errors are homogeneous,

independent, andnormally distributed.The sensitivity of our

results to these assumptions is explored in this section first

through introducing amore comprehensive errormodel and

thenexamining the sensitivity of results to various changes in

model structure and data screening procedures.

a. A more complete error model

The variance of averages of SST pairs is expressed as

the sum of three contributions:

s2
p 5

2s2
o

n
1
�s2

c(i)

n2
1

s2
s

s
1

1
s2
s

s
2

. (3)

The first term on the right-hand side represents un-

correlated observational error s2
o and is unchanged from

our original error model. The second term represents

the variance of differences in physical SSTs s2
c , where a

technique to account for spatial and temporal differ-

ences in SST variance and covariance between mea-

surements is described in section 5a(1). The final

contribution comes from ship-level biases s2
s , and a

technique for estimating the number of ships contained

within each group s1 and s2 is detailed in section 5a(2).

1) VARIANCE OF DIFFERENCES IN PHYSICAL SSTS

The variance of the difference between two SST

measurements is

s2
c(i)5s2

T(p)1s2
T(q)2 2C

T
(p, q), (4)

where s2
T is the SST variance associated either with mea-

surement p or q. Also, CT(p, q) is the covariance be-

tween the two measurements, which we assume to decay

exponentially:

C
T
(p,q)5s

T
(p)s

T
(q) exp[2f0(p, q)g

f

2 u0(p,q)g
u
2 t0(p, q)g

t
]. (5)

Displacement in longitudef0(p, q), latitude u0(p, q), and
time t0(p, q) is associated with exponential decay of co-

variance at a rate governed by the corresponding g terms.

Values for the sT and g terms are estimated as a function

of location and calendar month using OI-SST data be-

tween 1982 and 2014 (Reynolds et al. 2007).

SST variance is computed at 0.258 resolution on each

calendar day using year-to-year values, with results then

averaged to monthly resolution and the square root

taken to provide estimates of sT. As anticipated, sT

is larger near western boundary currents, across the

Antarctic Circumpolar Current, and over the eastern

equatorial Pacific (Fig. 9a). Seasonally, the variance

over the eastern Pacific is higher during boreal winter,

which is partly related to stronger variations associated

with El Niño–Southern Oscillation. Interestingly, mid-

latitude SST variance is lower in winter than summer for

each hemisphere (Fig. 9b), possibly because the clima-

tological meridional SST gradient is lower in winter over

extratropical open oceans (Schneider et al. 2015). Ex-

amination of data from 17 nearly continuously moni-

tored buoys (Hervey 2014) confirms that daily average

midlatitude variance is generally lower during winter.

TABLE 2. Decks that are combined in the deck-level analysis. Decks in each row are combined because they have similar descriptions

and are assumed to have similar bias structures. Boldface numbers indicate the name used when referring to the combined decks

elsewhere.

Description Decks

British Navy (HM) Ships 204, 229, 239

Deutsche Seewarte Marine 192, 196

Great Britain Marine 184, 194, 902
Japanese Kobe Collection 118, 119, 762

Japanese Whaling Ship 187, 762

Netherlands Marines 189, 193

Scottish Fishery Cruiser, MARIDS 205, 211
U.K. Met Office Selected Ships 203, 207, 209, 213, 223, 227, 233

U.S. Navy 281, 195, 555, 709

U.S. NCEP: ship data 792, 892

International Marine (U.S.- or foreign-keyed ship data) 128, 254, 927
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Values for the g terms in Eq. (5) are estimated using

sample correlations between each SST estimate in OI-

SST and its neighbors within a vicinity of 58 in latitude

and longitude and 5 days in time across years from 1982

to 2014. Each g value is estimated at daily resolution and

then averaged to monthly values. Daily SST covariance

generally decays at similar rates zonally (Fig. 9c) and

meridionally (Fig. 9d), with more rapid declines near

FIG. 7. Offsets between pairs of decks within the same nation. Individual panels are similar to

Fig. 6, but are for (a) the Netherlands, (b) the United Kingdom, (c) the United States,

(d) Germany, (e) Japan, and (f) Russia. We find significant offsets at p , 0.1 in all six major

collecting countries.
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western boundary currents and across the Antarctic

Circumpolar Current. To account for the fact that de-

correlation rates are estimated using OI-SST daily

averages (Fig. 9e), whereas buckets obtain seawater

samples within minutes, we examine the decorrelation

of hourly and daily data at the 17 buoys noted above.

Hourly SST decorrelation rates average 55% larger than

the corresponding daily SSTs (see Table S2 in the online

supplemental material), and we increase values of gt by

this percentage.

2) VARIANCE OF SHIP-LEVEL BIASES

A second potentially important error structure in-

volves the correlation associated with measurements

taken from the same ship. Ship-level biases were pre-

viously estimated by comparing bucket and engine room

FIG. 8. Fixed and yearly offsets of decks for (a) theNetherlands, (b) theUnitedKingdom, (c) theUnited States, (d) Germany, (e) Japan, and

(f) Russia. The 90% confidence interval of each offset is shown in shading. Decks that significantly differ from another deck from the same

country at p , 0.1 are colored, whereas others are gray. Offsets of individual decks are relative to the overall offset for each nation.
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intake SST measurements to numerical weather pre-

diction results (Kent and Berry 2008) and satellite observa-

tions (Kennedy et al. 2012; Xu and Ignatov 2010) using data

taken since the 1980s. These studies indicate roughly equal

contributions of variance from independent measurement

error and ship-level biases [see Table 4 in Kennedy (2014)].

Ship-level biaseswere estimated to contributemore thanhalf

of the uncertainty of monthly estimates of global-mean SST

(Kennedy et al. 2011a). If the ships associated with individ-

ual measurements were known, Eq. (3) could be directly

FIG. 9. Spatial distribution of SST variance and decorrelation rates. (a) The variance of daily average SST s2
T , averaged over the entire

year, is largest along western boundary currents, the eastern equatorial Pacific, and parts of the Southern Ocean. (b) The seasonal

difference in SST variance (JJA2DJF) shows that the summer hemisphere tends to have greater daily average SST variance. Also shown

are decorrelation rates in (c) longitude gf, (d) latitude gu, and (e) time gt . Statistics are based on daily OI-SST between 1982 and 2014.
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estimated, but among the 17.6 million bucket SST pairs used

in this study, only 6.0million pairs are associatedwith unique

call signs for both measurements.

Absent an absolute count of ships, we instead use

those 6.0 million SST pairs for which ship information

is present to estimate a scaling relationship. SST pairs

are first binned by nation, region, and 5-yr increment.

The number of call signs in each bin is counted and

then averaged over bins with similar sample sizes. A

least squares fit in log space yields that the number of

ships s scales approximately exponentially with the

number of measurements nx, where x is estimated to

be 0.75 6 0.02 (Fig. 10a). Scaling is generally consis-

tent when independently estimated across regions

(Fig. 3). Note that this estimation approach leads to

equivalence between s1 and s2 in Eq. (3).

Wealso estimatehowmeasurement errors associatedwith

SSTdifferences scalewith numbers of pairs. Thenation-level

and deck-level offsets estimated in sections 3 and 4 are first

removed, as are the climatological SST variance estimates

s2
c . Residual SST differences that are averaged over na-

tional, yearly, and regional groups are then used to compute

variance according to number of pairs in a bin. For small

sample sizes, the measurement variance of averaged pairs

are close to those estimated assuming independence, but

measurement variance is 30 times larger for sample sizes of

20000 (Fig. 10b). These results indicate that ship-level biases

dominate the errors associated with average offsets in major

collecting groups.

Equation (3) can be rewritten using the approximation

that number of ships scales with the number of observa-

tions raised to an exponent,

log

"
s2
p 2

2s2
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n
2
�s2

c(i)

n2

#
5 log(2s2

s)2x log(n), (6)

where the natural log is taken and terms rearranged to

illustrate that estimates can be obtained using a linear

least squares approach. Fits are weighted according to

the number of pairs averaged together for each sample

variance.

For the nation-level analysis the variance of uncorrelated

independent measurement errors s2
o is estimated to equal

0.558 6 0.158C2 (one standarddeviation); ship-level biasess2
s

to equal 0.788 6 0.128C2; and the exponent x to equal 0.616
0.02. For the deck-level analysis s2

o is 0.428 6 0.158C2, s2
s is

0.808 6 0.128C2, and x is 0.65 6 0.02. A higher exponent is

estimated directly from ship numbers than from the scaling

of paired SST variance, possibly because of dependencies

across ships. Another potential contribution is from

incorrectly identifying the number of ships present,

which are assigned based on multiple different sources

in ICOADS metadata (Carella et al. 2017).

FIG. 10. Ship-level statistics. (a) The number of unique ships scales with the number of pairs of data to a power of

;0.75 (blue dots and blue line). Regional variations in this power-law scaling range from 0.48 to 0.83 (solid gray

lines), where pairs are averaged within the 17 regions shown in Fig. 3. All scaling relationships indicate that the

number of ships increase at a rate that is smaller than proportional to the number of observations (dashed gray line).

(b) Variance scales with the number of pairs of data to a power of;20.61 for nation-level analysis (blue dots and

blue line) and 20.65 for deck-level analysis (red dots and red line), thus decreasing more slowly than expected if

measurements are independent (dashed gray line). Power laws are estimated using a least squares fit in log space,

and 95%confidence intervals for each bin (shading) are estimated from the residual of the fit and numbers of groups

in each bin.
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3) PARSING SST MEASUREMENT VARIANCE

Our observational error estimates can be comparedwith

estimates fromprevious studies (as summarized inTable 3).

Using a variogram technique, Kent and Challenor (2006)

estimated measurement error of 1.218C2 (68% confidence

interval: 0.648–1.968C2), which is essentially equal to the

combined measurement error of 1.218 6 0.048C2 that we

obtain for the deck-level analysis. In a later analysis, Kent

and Berry (2008) compared ICOADS measurements with

numerical weather prediction results to estimate 0.498C2

for s2
o and 0.648C2 for s2

s . Kennedy et al. (2012) compared

ICOADS data with along-track scanning radiometer SST

retrievals and obtained 0.578C2 for s2
o and 0.508C2 for s2

s .

Brasnett (2008) compared ship measurements with an SST

analysis that incorporated both in situ and satellite re-

trievals and estimated 1.358C2 fors2
o and 0.488C

2 fors2
s . Xu

and Ignatov (2010) compared ship data with multisensor

satellite SST fields and got 0.658C2 for s2
o and 0.288C2

for s2
s . Our ship-level bias estimates are generally larger

than previous estimates, possibly because our estimates

implicitly account for covariance across ships as opposed

to previous studies that assumed biases to be independent

across ships.

For purposes of better identifying where opportuni-

ties exist to improve estimation of SSTs, it is also useful

to consider the various contributions to SST uncertainty

in somewhat greater detail. The original SST pairs have

an average variance of 3.158C2, where 23% of the vari-

ance is related to climatological differences associated

primarily with spatial offsets and, to a lesser extent,

seasonal offsets. For the remaining 2.458C2 of variance,

98% is attributable to independent or ship-level mea-

surement errors and physical SST variability. Though

systematic offsets account for only the other 2% of the

variance, this percentage increases with averaging.

Offsets have an expected variance that exceeds those

from the combination of independent measurement

error and SST variability once 250 paired differences

are averaged. The number of pairs typically average

according to location, epoch, and group is 820 for the

nation-level analysis and 390 for the deck-level analysis.

The variance contributed by intergroup offsets can be

further decomposed. For the deck-level analysis, which

we consider to be the more complete analysis, 40% of

the variance in offsets comes from fixed offsets, 40%

from yearly effects, and 20% from regional effects.

4) SENSITIVITY TO UPDATED ERROR MODEL

We refit the LME model taking into account the

heterogeneous structure of SST variance and covariance

between pairs due to ship-level biases. Specifically, the

averages of SST differences are weighted by the inverse

of the variance obtained fromEq. (3). The updated error

structure does not influence the central estimate of the

averaged SST difference but leads to greater variance,

especially for bins containing large numbers of pairs.

Greater variance is also assigned to bins in regions and

from seasons that are intrinsically more variable or have

SST pairs that are more separated. On account of our

error model being empirically based and itself subject to

uncertainty, we also introduce a scaling factor multi-

plying the total error ks2
p. The maximum-likelihood

solution obtained from the LME indicates that k

equals 0.98 for the nation-level analysis and 0.97 for the

deck-level analysis, suggesting consistency between the

LME solution and Eq. (3).

The fixed and random effects estimated using our upda-

ted error model are generally consistent with results ob-

tained assuming that measurement errors are independent

and identically distributed. The median absolute change in

fixed and yearly offsets is 0.038C for nations in 5-yr in-

crements with less than 100 measurements and is only

0.018C for those having more than 10000 measurements.

Similarly, the median absolute change in the uncertainty of

offsets is 0.0078C for nations in 5-yr increments with less

than 100measurements and is only 0.0038C for those having

more than 10000 measurements. Accordingly, the median

absolute change in p values of fixed effects is small at only

0.027 for the nation-level analysis and 0.033 for the deck-

level analysis, although in some cases marginal p values are

flipped between significant or insignificant values (Table 4).

b. Sensitivity to other assumptions

A number of other methodological choices and sim-

plifying assumptions have beenmadewhose implications

are not necessarily obvious, and these are addressed

through a series of sensitivity tests. Results are found

to be robust with respect to degree of averaging, as-

sumptions regarding normality and homogeneity of er-

rors, and the influence of diurnal variability. Details of

changes in results to each of these factors are summa-

rized in Table 4. All comparisons are relative to the

model formulation presented in section 5a.

TABLE 3. Estimates of measurement error of ship-based SST for

studies in which measurement error is decomposed into an in-

dependent measurement error s2
o and a ship-level systematic error

s2
s .

Study s2
o (8C

2) s2
s (8C

2)

Nation level (this study) 0.55 6 0.15 0.78 6 0.12

Deck level (this study) 0.42 6 0.15 0.80 6 0.12

Kent and Berry (2008) 0.49 0.64

Kennedy et al. (2012) 0.57 0.50

Brasnett (2008) 1.35 0.48

Xu and Ignatov (2010) 0.65 0.28
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1) AVERAGING

To examine the implication of averaging pairs of ob-

servations, we rerun the analysis using different num-

bers of averages. Results are not qualitatively sensitive

to doubling the number of averages by randomly sepa-

rating bins into two groups (Table 4). Increasing the

degree of averaging through removing regional effects

and conducting the analysis at a global level also leads to

similarly small sensitivities, as does increasing the tem-

poral binning from 5 to 10 years.

Results are presumably robust to the degree of aggre-

gation of the dataset because averages are over random

errors that are independent of national- or deck-level

offsets (Breckling et al. 1994; King et al. 2004). Our

analysis does not account for covariance across averages

as would arise from a ship traversing across regions, but

given the small changes found when accounting for co-

variance (section 5a), we do not expect this source of

covariance to be consequential. A more comprehensive

analysis using estimates of ship tracks (Carella et al. 2017)

may nonetheless be useful.

2) NONNORMALITY AND INHOMOGENEITY

As is standard for a LME model, the random effect

and error terms in Eq. (4) are assumed to follow normal

distributions with zeromean. ICOADS data have excess

kurtosis (Kennedy et al. 2012), however, with the paired

SST differences that we consider having a sample kurtosis

of 7.5, as compared with a value of 3 for a normal distri-

bution. The fact that the variance of paired SSTdifferences

is spatially heterogeneous (Kent and Challenor 2006) ex-

plains part of the excess kurtosis. If kurtosis is instead es-

timated at the level of a 58 3 58 grids, kurtosis averaged
across the grid drops to 4.6. Some contributions to kurtosis

were thus already addressed when considering in-

homogeneity of SST variance in the more complete error

model presented in section 5a. Segmenting SST distribu-

tions according to seasons would only marginally further

decreases kurtosis to 4.5, and segmenting according to

nations would have negligible effect.

Some of the excess kurtosis in SST observations may

be intrinsic to the measurement as a result of bucket

cooling depending on environmental parameters mul-

tiplied by measurement time. If cooling rates and mea-

surement time are independently normally distributed,

such multiplicative uncertainty tends to generate excess

kurtosis (Oliveira et al. 2016). To check the effects of

nonnormality, we rerun the analysis after trimming pairs

of SST differences that are more than three sample

standard deviations away from the mean within their

respective 58 3 58 boxes. Although still not normal, the

trimmed dataset has a kurtosis of 3.5 and permits for

assessment of whether outliers influence the results. Our

results are robust to the deviations from normality found

in the paired SSTs (Table 4).

Although we account for regional differences in SST

variance and different numbers of observations [Eqs. (4)

TABLE 4. Sensitivity to alternate LME configurations. The columns show the seven different configurations that are considered:

(column 1) assuming independent and identically normally distributed (i.i.d.) pairs, (column 2) accounting for spatially heterogeneous

SST variance and correlation across pairs, (column 3) outlier pairs are trimmed at three sigmas for each 58 3 58 box, (column 4) using

spatially heterogeneousmeasurement errors fromKent and Challenor (2006), (column 5) pairs are split into two equal parts and averaged

separately, (column 6) pairs are averaged globally, and (column 7) pairs are binned by 10-yr increments. Changes in significance occur

because some p values are marginal at the 90% or 99% level. All changes are relative to the baseline analysis given in section 5a.

i.i.d.

pairs

Updated

errors Trim KC06

Less

average

No

regional

effects

Decadal

average

Significant fixed effects (90% level,

out of 56)

24 24 25 25 23 25 21

Significant fixed effects (99% level,

out of 56)

15 16 17 16 14 15 13

Fixed offsets between RU and deck

156 (8C)
0.22 0.20 0.20 0.21 0.19 0.25 0.22

Min fixed effect among nations

(8C; nation level)

20.37 20.43 20.39 20.43 20.45 20.45 20.41

Max fixed effect among nations

(8C; nation level)

0.61 0.61 0.62 0.61 0.66 0.63 0.61

Median change of p values (nation level) 0.027 — 0.018 0.006 0.016 0.038 0.028

Median change of p values (deck level) 0.033 — 0.022 0.012 0.012 0.046 0.039

Nations with outlier decks (90% level;

out of 31)

14 15 14 15 15 12 12
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and (5)], measurement errors s2
o and s2

s are assumed

homogeneous. Kent and Challenor (2006) estimated a

spatial pattern of the sample variance of SST measure-

ments. To examine the implications of regional vari-

ability in measurement variance, as opposed to only SST

variance, we prescribe the error variance estimated by

Kent and Challenor (2006) at 308 3 308 resolution.

When estimating the uncertainty of averaged pairs [Eq.

(6)], measurement variance is partitioned into contri-

butions from independent measurement errors s2
o and

correlated ship-level biases s2
s using the ratios given in

Table 3 for national- and deck-level analyses. Results

are again insensitive to the inclusion of heterogeneous

measurement errors (Table 4).

3) DIURNAL VARIABILITY

Finally, there are concerns that the diurnal cycle of

SST could compromise intercomparisons (Kent et al.

2010; Kennedy 2014). By way of a cautionary analogy,

Kennedy et al. (2007) concluded that 13% of the ob-

served trend in tropical tropospheric temperatures

could be attributed to the slow drift of satellite orbits

that altered the sampling of the diurnal cycle. We have

factored out a climatological diurnal estimate based on

buoy and drifter data, as described in section 2a. Offset

estimates are not qualitatively sensitive to whether or

not climatological diurnal variability is removed. This

result can be understood in that removing the clima-

tology of diurnal offsets reduces the variance of raw SST

differences by less than 0.5%. Removing spatial and

seasonal dependence, in contrast, decreases the variance

of SST differences by 23%. Furthermore, the diurnal

cycle is not expected to introduce offsets because the

hour offset between paired SSTs is not systematic.

As one further test, we note that estimating the di-

urnal cycle directly from bucket measurements leads

to systematically larger diurnal amplitude estimates

(Carella et al. 2018). Factoring out these larger estimates

of diurnal variability results in similarly small changes to

intergroup offset estimates. Thus, we conclude that offset

estimates are not qualitatively sensitive to whether or not

climatological diurnal variability is removed.

6. Further discussion and conclusions

It is useful to explicitly consider whether analyses of

SST offsets ought to make distinctions among decks of

data in addition to national-level offsets. There exists a

trade-off between possibly making unwarranted di-

visions among data versus failing to distinguish among

groups having real offsets. Increasing the number of

divisions of the data according to both nations and decks

allows the LMEmodel to explain 18%more variance of

the paired SST differences. In addition, the interquartile

range of fitted offsets for individual pairs widens from a

range of 20.208 to 0.078C to one of 20.228 to 0.098C.
These increases are expected as a result of more degrees

of freedom afforded to the model fit. Nevertheless, 14

out of 31 nations show decks with significant departures

at p , 0.1. Furthermore, Germany deck 732, U.S. deck

705, and U.S. deck 710 have highly significant deck-level

offsets at the p, 0.01 level. This frequency of significant

outliers exceeds the expected false-positive rate.

If decks that have actual offsets are instead combined

into one group, the unresolved deck-level offsets are

treated as independent measurement error, leading to

increased estimates of uncertainty and smaller ampli-

tude offsets. For example, if we combine Japanese Kobe

Collection deck 118 and Japanese Whaling Ships deck

187, despite the latter appearing significantly warmer,

the overall estimate of the cooling of Japanese temper-

ature offsets during 1920–50 is around 20% weaker.

Conversely, if homogeneous measurements are arbi-

trarily divided into distinct decks, their offset estimates

remain consistent with one another. For example, if

Japan decks 118, 119, and 762, which are all described as

the Kobe Collection, are separated into distinct decks

and the analysis rerun, the three decks show a similar

pattern to the case in which they are merged. Similar

results hold for grouping and ungrouping other decks,

including U.S. measurements from International Ma-

rine decks 128, 254, and 927.

Failure to identify systematic offsets among decks

thus appears the greater liability. For this reason, we

consider our deck-level analysis to be both a more

complete and likely a more accurate estimate of offsets

associated with groups of ICOADS3.0 bucket data.

Furthermore, we recommend that analyses accounting

for systematic offsets should typically admit for nation-

and deck-level variations. These results have implica-

tions for estimates of SST trends that will be taken up

elsewhere in further detail.

A limitation of our analysis is that offset estimates are

relative to an unknownmean bucket bias. Themean bias

of bucket temperatures has been estimated using ther-

modynamic models of canvas and wooden buckets and

the relative fraction of these two types of buckets through

time (Folland and Parker 1995). Global-average bucket

biases are estimated to range from 20.18 to 20.48C be-

tween 1850 and 1940 (Kennedy et al. 2011b). Parametric

uncertainty associated with the fraction of canvas versus

wooden buckets range from as much as 0.28C warmer if

all measurements are from wooden buckets to 20.38C
cooler if only canvas buckets are used (Kennedy et al.

2011b). Accounting for other uncertainties—such as

those associated with the cooling rate of different models

2586 JOURNAL OF CL IMATE VOLUME 32



of wooden and canvas buckets and on-deck time during

which a measurement is taken—would lead to a broader

range of uncertainties. The uncertainty in mean bucket

corrections is, therefore, comparable to the range of off-

sets across major collecting nations.

An alternative to solving for global bucket bias

would be to select a single nation as a baseline against

which all other countries are compared. In this frame-

work, absolute SST would only need to be estimated

for a single nation. One obvious candidate is theUnited

Kingdom, which contributes 17% of all bucket obser-

vations in ICOADS3.0. U.K. observations are gener-

ally consistent across decks except for those from

Scottish Fisheries and the Royal Navy. Another can-

didate is the Netherlands, whose observations are the

most consistent across decks of any nation, although

the national average is colder than the ICOADS3.0

average. Of course, multiple reference nations could be

used as a means of checking the accuracy of any indi-

vidual estimate.

A complimentary strategy to decreasing offsets among

nations would be to better constrain variations in bucket

parameters and measurement practices in order to better

determine absolute temperatures. Although it is unclear

whether such a level of detail could be obtained, mea-

surementmodels might be developed according to nation

and deck, if not also for individual ships and years. If

offsets occur because of different bucket attributes or

measurement techniques, they may be variously accen-

tuated in different environments, such as where andwhen

winds are stronger, solar insolation greater, subsurface

temperature gradients larger, or contrasts between SSTs

and air temperature larger (Folland and Parker 1995).

Examination of offsets in bucket SSTs conditional on

various environmental factors may help in identifying

bucket attributes or measurement practices. Intercalibra-

tion of other measurements—such as temperature mea-

surements coming from engine room intakes, radiosondes,

satellites, or near-surface atmospheric thermometers (e.g.,

Thorne et al. 2005)—may also benefit from an LME

approach.

Acknowledgments. We thank ICOADS for making

data publicly available, C. Wunsch and P. Chan for

helpful discussion of the results, and four anonymous

reviewers for their comments and suggestions. Support

was provided by the Harvard Global Institute.

APPENDIX

The linear-mixed-effect (LME) model [Eq. (1)] pre-

sented in the main text, dT5Xa1Zyby 1Zrbr 1bs,

can be equivalently written as

2
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(A1)

where dT is the difference between two SSTs in each pair

but with climatological SST differences removed; a is the

fixed effect, denoting mean offsets of individual nations;

b terms are random effects, representing yearly, by, and

regional, br, variations in each nation; and X and Z are

selection matrices. Also,U is the error matrix, which takes

different forms based on various assumptions (see sections

3 and 5). Note that groups of random effects are assumed

to follow distinct normal distributions. With this assump-

tion, the LME algorithm accounts for shared information

across regions and years, and the algorithm conservatively

estimates random effects by shrinking them toward zero

based on the relative contributions of random effects and

random errors (Gelman and Hill 2006). In addition, re-

flecting the fact that there is no absolute calibration, we

add the constraint that theweighted sumof all fixed effects

must be zero, namely�wgag 5 0, where wg is the number

of unique measurements in group g.

The maximum likelihood estimate of this model is

obtained through maximizing a log-likelihood function

(Harville 1977):

L(s2
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1

2
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2
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(A2)

where V 5 ZGZT 1 U, a 5 (XTV21X)21 XTV21dT,

Z5 ½Zy Zr �, and,

G5

"
I
y
s2
y 0

0 I
r
s2
r

#
.

Equation (A2) has three parameters, s2
r , s

2
y, and U, that

are iteratively estimated using a quasi-Newton method

until a local maximum in likelihood is obtained.

The maximum likelihood estimate of b conditional on

the fixed effects a is obtained by

b5GZTV21(dT2Xa) . (A3)

A standard t test is used to test whether the fixed ef-

fects associated with individual groups significantly dif-

fer from zero. Beyond testing whether the fixed effects

of individual groups significantly differ from zero, we

also examine whether two groups, i and j, of data have

fixed effects that significantly differ. We use a two-sided

z test, instead of a two-group t test, because the large
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number of degrees of freedom in our analysis leads to

the relevant distributions converging toward a standard

normal. The z coefficient is

z5
a
i
2a

j

(Ca
ii 1Ca

jj 2 2Ca
ij)

1/2
, (A4)

where the covariance between all fixed effects is esti-

mated by Ca 5 (XTV21X)21.

When yearly effects are included to account for the

comparison being conducted over several multiyear bins

in which both groups have yearly effect estimates, we

equally weigh individual bins and extend Eq. (A4) to the

following:
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(A5)

Here Cb is the covariance matrix of all random effects

conditional on fixed effects, estimated byG2GZTV21ZG.

Indices i and j indicate groups, and n and m indicate

5-yr bins.

In addition to the above pairwise significance tests, we

also test whether a deck significantly differs from other

decks within a nation. The test is performed iteratively,

where one deck [i in Eq. (A5)] is compared against all

others [grouped into j in Eq. (A5)]. In the first iteration,

each deck is compared against all other decks, after

which the deck having the smallest p value is removed as

an outlier if p, 0.1. The test is then repeated until either

all remaining decks insignificantly differ from one an-

other or only one deck remains.
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