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ABSTRACT: Most historical sea surface temperature (SST) estimates indicate warmer World War II SSTs than expected

from forcing and internal climate variability. If real, this World War II warm anomaly (WW2WA) has important impli-

cations for decadal variability, but theWW2WAmay also arise from incomplete corrections of biases associatedwith bucket

and engine room intake (ERI) measurements. To better assess the origins of the WW2WA, we develop five different

historical SST estimates (reconstructions R1–R5). Using uncorrected SST measurements from the International

Comprehensive Ocean–Atmosphere Data Set (ICOADS) version 3.0 (R1) gives a WW2WA of 0.418C. In contrast, using

only buckets (R2) or ERI observations (R3) gives WW2WAs of 0.188 and 0.088C, respectively, implying that uncorrected

biases are the primary source of theWW2WA.We then use an extended linear-mixed-effect method to quantify systematic

differences between subsets of SSTs and develop groupwise SST adjustments based on differences between pairs of nearby

SST measurements. Using all measurements after applying groupwise adjustments (R4) gives a WW2WA of 0.138C [95%

confidence interval (c.i.): 0.018–0.268C] and indicates that U.S. and U.K. naval observations are the primary cause of the

WW2WA. Finally, nighttime bucket SSTs are found to be warmer than their daytime counterparts during WW2,

prompting a daytime-only reconstruction using groupwise adjustments (R5) that has aWW2WAof 0.098C (95% c.i.:20.018
to 0.188C). R5 is consistent with the range of internal variability found in either the CMIP5 (95% c.i.: 20.108 to 0.108C) or
CMIP6 ensembles (95% c.i.: 20.118 to 0.108C). These results support the hypothesis that the WW2WA is an artifact of

observational biases, although further data and metadata analyses will be important for confirmation.

SIGNIFICANCE STATEMENT: Major observational sea surface temperature (SST) estimates show a warm anomaly

duringWorldWar II (WW2) that exceeds thewarming expected from internal variability and known climate forcing.We

systematically intercompare different groups of SST observations and trace the origin of the WW2 warmth foremost to

anomalously warm U.S. and U.K. naval observations. We also find that nighttime bucket SSTs are anomalously warm,

likely because of being measured inboard to avoid light pollution. SST estimates adjusted for these systematic biases

give a more stable and smoothly evolving record of historical warming with a WW2 SST anomaly within the 95% range

of internal variability found in an ensemble of general circulation model simulations.
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1. Introduction

The two most recent versions of the extended-reconstructed

SST datasets, ERSST4 (Huang et al. 2015) and ERSST5

(Huang et al. 2017), both show anomalous warmth in global-

mean SSTs that are, respectively, 0.308C [95% confidence in-

terval (c.i.): 0.178 to 0.418C] and 0.298C (0.238 to 0.378C) during
WorldWar II (WW2) (Fig. 1a and Table 1). SST anomalies are

calculated as the global, annual average between 1941 and 1945

relative to the average over 1936–40 and 1946–50, and are re-

ferred to as the World War II warm anomaly (WW2WA). All

uncertainties are reported as 95% coverage intervals unless

otherwise noted. Version 4 of the Hadley Center SST

(HadSST4) shows a similarWW2WAof 0.198C (Kennedy et al.

2019), although with amuch large uncertainty estimate ranging

from 20.098 to 0.458C (Table 1).

If the WW2WA reflects physical changes in climate, it would

have important implications for understanding themagnitude of

decadal climate variability (Hansen et al. 2010; Morice et al.

2012; Vose et al. 2012), constraining uncertain external forcing

(Stevens 2015), and partitioning relative contributions of an-

thropogenic forcing and internal variability in driving historical

climate change (Jones et al. 2013; Bindoff et al. 2013; Maher

et al. 2014; Hegerl et al. 2018). For example, such an anomaly

could indicate the ability of El Niño–Southern Oscillation

(ENSO) to lead to larger and more persistent warming than is

otherwise understood (Thompson et al. 2009).

A number of other data-based analyses and simulations suggest

that the physicality of theWW2WAis questionable. TheWW2WA

is essentially absent in HadSST3 (Kennedy et al. 2011b). SSTs

referenced to air temperatures from nearshore weather stations

(Cowtan et al. 2018) and temperature proxies derived from isotopes

in tropical coral reefs (Pfeiffer et al. 2017) also show a negligible

WW2WA. Furthermore, the WW2WA found in ERSST and
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HadSST4 estimates greatly exceeds that reproduced by any of the

CMIP5 (Taylor et al. 2012) or CMIP6 (Eyring et al. 2016) historical

simulations available over this interval (gray curves in Fig. 1c).

Neither can statistical models explain this warm anomaly using

known climate forcing and internal variability (Folland et al. 2018).

A leading hypothesis for theWW2WA relates to switching from

predominantly bucket measurements of SST before and immediately

afterWW2toengine-room-intake (ERI)measurementsduringWW2

(Thompson et al. 2008). A typical measurement from a U.K. canvas

bucket has been estimated to be, on average, 0.48C cooler than actual

SSTs because of latent cooling before measurement (Folland and

Parker 1995). Conversely, although ERI measurements are typically

sampled at 5–15m below the surface and should be consequently

cooler thanSSTs, given thatSSTsare typicallydefinedas coming from

depths between 20 and 30cm (Kennedy et al. 2019), ERI SSTs have

an averagewarmbias ranging from0.18 to 0.58Cbecause of absorbing

heat released from ship engines (Kennedy et al. 2011b, 2019). A 58%

reduction in the number of SST measurements during the WW2 in-

terval (Freeman et al. 2017) could also make errors in a subset of the

data more likely to lead to seemingly global anomalies.

A second hypothesis involves changes in protocols for taking

measurements at night. Nighttime marine air temperature

FIG. 1. SSTs acrossWW2 from various estimates. (a). Estimates frompreviously published SST datasets. ERSST4 (dark

green), ERSST5 (light green), and HadSST4 (light blue) show a high World War 2 warm anomaly (WW2WA), whereas

HadSST3 (medium blue) and Cowtan SST (orange) show no apparent WW2WA. (b) SSTs in raw ICOADS (R1–R3).

Combining all available measurements (black; R1) results in a 0.418CWW2WA that greatly exceeds that in either bucket-

only (blue; R2) or ERI-only estimates (red; R3). U.S. SSTs without method information (dashed red) are assumed to be

ERI SSTs because of their small-amplitude diurnal cycle (Carella et al. 2018). (c) SSTs after accounting for groupwise

offsets using a linear-mixed-effect (LME) intercomparisonmethod for daytime and nighttime SSTs (magenta; R4) and for

daytime-only SSTs (red; R5). Also shown are ensemble averages over 94 CMIP5 (gray) and 38 CMIP6 (black) historical

simulations, together with individual ensemble members (light gray). All SSTs, including observational estimates and

simulations, are masked by the least-common coverage between HadSST4 and ICOADS daytime estimates on a month-

by-month basis. SSTs are annual and global averages and are plotted relative to the average over 1936–40 and 1946–50 for

each SST estimate, except that anomalies inR2 andR3 [in (b)] are relative to the 1936–40 and 1946–50mean ofR1 to show

offsets between bucket and ERI SSTs. Shading (green, blue, magenta, or red) denotes the 95% confidence interval in-

somuch as an ensemble of adjustments or corrections is available.
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readings are thought to have been taken inboard to avoid de-

tection and, consequently, to be warmly biased by approxi-

mately 0.88C (Folland et al. 1984). Bucket SSTs may have also

been read inboard during WW2. We also note that the pro-

portion of SST readings during the day, as opposed to the night,

shifts from 55% in the surrounding 10 years of the war to 61%

between 1941 and 1945 (Freeman et al. 2017), suggesting a

preference for taking measurements during the daytime.

To further assess disagreement in existing estimates, we evaluate

contributions to the WW2WA from specific groups of measure-

ments and differences between day and nighttime measure-

ments. In section 2, we investigate the evolution of bucket (R2)

and ERI-only SSTs (R3) and show that, although SSTs from the

two methods have systematic offsets, neither estimate has a

strong WW2WA compared to when all data are used together

(R1). In section 3, we re-examine the WW2WA after removing

systematic offsets using an extended version of a linear-mixed-

effectmethodology (Chan andHuybers 2019) (R4).We also test

the hypothesis of problematic nighttime bucket measurements

using a daytime-only SST reconstruction (R5) in section 4.

Finally, in section 5, we compare our results with estimates from

previous studies and general circulation model simulations and

discuss the implication of our updated estimate of theWW2WA.

2. R1–R3: Uncorrected reconstructions using all
measurements or only buckets or ERIs

Sixmajor SST estimates that cover theWW2period (Fig. 1a)

give distinct estimates for the WW2WA. All six estimates rely

upon data coming from the International Comprehensive

Ocean–AtmosphereData Set (ICOADS;Woodruff et al. 2011;

Freeman et al. 2017). Differences among estimates largely

reflect differences in bias corrections, although use of different

mapping procedures and inclusion criteria may also contribute.

In one type of correction, bucket and ERI measurements are

not distinguished, and global-mean SSTs are corrected to fol-

low independent estimates of temperatures. Results depend on

the choice of reference temperature. For example, ERSST5

(Huang et al. 2017) is referred to Hadley nighttime marine air

temperatures (NMAT; Kent et al. 2013), from which the global

average inherits a WW2WA of 0.228C in NMAT estimates.

Like SSTs, ship-based air temperatures are potentially subject

to their own biases on account of changes in measurement

protocols (Folland et al. 1984). Alternatively, referencing

against air temperatures from coastal and island weather sta-

tions leads to removal of theWW2WA (Cowtan et al. 2018), an

estimate that we refer to as Cowtan SST.

A second approach to correcting SST biases involves dis-

tinguishing between bucket and ERI measurements and at-

tempts to account for their respective biases (Kennedy et al.

2011b; Hausfather et al. 2017; Kennedy et al. 2019), potentially

giving a more detailed correction than available from a bulk

correction of all SST data. A major impediment to such cor-

rections, however, is that method information is poorly docu-

mented for most measurements during WW2, with only 6% of

observations explicitly indicated as coming from buckets, 11%

explicitly indicated as coming from ERIs, and 83% whose

method requires some degree of inference (Freeman et al.

2017; Kent et al. 2017). Magnitudes of measurement biases are

also uncertain and may have changed during WW2 (Folland

TABLE 1. WW2WA and SST variability. TheWW2WA is the average over 1941–45 relative to average over 1936–40 and 1946–50. The

standard deviation of the global-mean SST (second column) is computed from annual averages between 1936–50. The average regional

standard deviation (third column) is the square root of the global-average of variance at 58 3 58 grids. ERSSTs have lower regional

variability because their mapping technique truncates small-scale variability. The Cowtan SST is only available as global averages. CMIP5

models do not contain sampling and random observational errors and, therefore, show lower regional variability. Sampling and random

errors cancel under averaging and become negligible at global and decadal scales (Kennedy et al. 2011a; Chan et al. 2019). The 95%

confidence intervals are given in square brackets and are estimated using the following ensembles: 1000 random adjustment members for

groupwise-adjusted SSTs (R4 and R5), ERSST4, and ERSST5; 100 members for HadSST3; 200 members for HadSST4; 94 simulation

members for CMIP5 historical runs; 38 members for CMIP6 historical runs; 1662 15-yr segments for CMIP5 preindustrial control sim-

ulations; and 1020 segments for CMIP6 control simulations.

WW2WA (8C) Global-mean s.d. (8C) Average regional s.d. (8C)

R1, all SSTs (raw) 0.41 0.23 0.51

R2, bucket (raw) 0.18 0.13 0.47

R3, ERI (raw) 0.08 0.09 0.52

R4, day and night (adjusted) 0.13 [0.01, 0.26] 0.09 [0.07, 0.15] 0.45 [0.44, 0.46]

R5, daytime only (adjusted) 0.09 [20.01, 0.18] 0.07 [0.06, 0.11] 0.45 [0.45, 0.46]

ERSST4 0.30 [0.17, 0.41] 0.16 [0.12, 0.22] 0.38 [0.33, 0.44]

ERSST5 0.29 [0.23, 0.37] 0.17 [0.14, 0.20] 0.41 [0.32, 0.44]

HadSST2 0.21 0.15 0.48

HadSST3 0.12 [0.03, 0.18] 0.08 [0.06, 0.11] 0.45 [0.45, 0.46]

HadSST4 0.19 [20.09, 0.45] 0.12 [0.07, 0.23] 0.46 [0.45, 0.49]

Cowtan SST 0.05 0.08 —

CMIP5 historical 20.02 [20.14, 0.07] 0.07 [0.03, 0.11] 0.36 [0.27, 0.46]

CMIP6 historical 20.00 [20.10, 0.09] 0.07 [0.04, 0.12] 0.39 [0.30, 0.49]

CMIP5 control 20.00 [20.10, 0.10] 0.06 [0.03, 0.11] 0.36 [0.26, 0.45]

CMIP6 control 20.00 [20.11, 0.10] 0.07 [0.04, 0.12] 0.38 [0.30, 0.47]
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et al. 1984; Kent et al. 2013). The lack of information regarding

measurements has been addressed through plausible but po-

tentially insufficient assumptions. In constructing HadSST3,

for example, Kennedy et al. (2011b) assumed that U.S. and

U.K. naval ships with missing method information take ERI

measurements of SST that are, on average, warmly biased by

0.28C. HadSST4 randomly designates measurements with

missing method information during WW2 to be either bucket

or ERI SSTs, with the portion of bucket measurements ranging

from 0% to 25%.Wartime ERImeasurements inHadSST4 are

assumed to be biased warm, on average, by 0.258C, whereas
bucket SSTs are assumed to be biased cold, on average,

by 20.28C (Kennedy et al. 2019).

The implications of these corrections for the WW2WA are

not obvious, and it is useful to make raw estimates—neither

including corrections nor infilling regions that lack data—to

better quantify the magnitude of the WW2WA in the under-

lying data. We, therefore, first reconstruct SST using all

quality-controlled raw ship-based measurements (R1) avail-

able from ICOADS3.0 (Freeman et al. 2017). We also exam-

ine SSTs estimated using data thought to come only from

buckets (R2) or ERIs (R3).

Quality control procedures for SST measurements are the

same as those in Chan and Huybers (2019). We identify ship-

based SSTs using the ICOADS platform metadata (PT from 0

to 5). Method information is identified from ICOADS SST

measurementmethod (SI) metadata. If the SImetadata are not

available, themeasurementmethod is assigned to be unknown.

Following Kennedy et al. (2011b), an exception is made for

SST measurements from U.S. ships, which are assumed to be

ERI measurements. This assumption is supported by the fact

that U.S. measurements have a diurnal cycle that is smaller

than that expected from bucket measurements (Carella et al.

2018). A small diurnal cycle is consistent with ERI measure-

ments that are typically sampled at a depth of 5–15m that is less

affected by the diurnal cycle of insolation (Carella et al. 2018).

We identify nations first using the ICOADS country code (C1).

If C1 is not available, nations are inferred from ship call signs

(Chan et al. 2019) or deck information (Kennedy et al. 2011b;

Chan and Huybers 2019).

Global-average estimates of raw SSTs using only observa-

tions thought to come from buckets (R2) gives a WW2WA of

0.188C, and a similar estimate for ERI-only SSTs (R3) gives a

WW2WA of 0.088C (Fig. 1b). Both estimates are far more

stable than the 0.418C WW2WA obtained if all available raw

ICOADS SSTs are evaluated (R1; Fig. 1b). The fact that R3 is,

on average, 0.528C warmer than R2 highlights the potential for

misidentification of measurements methods or insufficient

corrections leading to biases remaining in existing SST esti-

mates. Note that quantifying the WW2WA as the difference

between the average over 1941–45 and the average over the 10

surrounding years neutralizes the effect of a constant SST bias

and also accounts for the potential for an underlying linear

trend between 1936 and 1950.

In addition to a reduced WW2WA in SST estimates strati-

fied by instruments, R1 follows the ERI-only estimate (R3)

more closely during the war and the bucket-only estimate (R2)

before and after the war (Fig. 1b). The proportion of SSTs we

identify to come from buckets decreases from 44% before and

after the war to 6% during the war, whereas the proportion

identified to come from ERIs, including both explicitly indi-

cated and inferred U.S. measurements, increases from 25%

to 50%. The remaining 44% of observations during WW2

have unassigned measurement types. This initial investigation

of raw ICOADS indicates that the WW2WA mainly reflects

instrumental changes at the start and the end of the war

(Thompson et al. 2008).

3. R4: Accounting for groupwise offsets

To better account for limitations in previous corrections, we

use a linear-mixed-effect (LME) intercomparison framework

(Chan and Huybers 2019) to quantify systematic offsets asso-

ciated with distinct groups of SSTs. We use our LMEmodel to

compare nearby measurements and, thereby, obtain estimates

of SST offsets among different groups regardless of whether

the method of measurement is known. Moreover, by diag-

nosing data offsets associated with individual nations, groups

of SSTs, and available measurement types, the LME method

allows for inference of more-detailed SST adjustments than

previous estimates (e.g., Kennedy et al. 2019). Details include

different magnitudes of offsets potentially contributed by dif-

ferent buckets or ERI designs, distinct protocols, or separate

postprocessing effects, as well as the temporal and spatial

patterns of observational biases associated with each group.

We applied a similar LME method to only bucket SST ob-

servations and showed that it accurately identifies offsets be-

tween nation and deck groups (Chan and Huybers 2019). The

skill of the LME method is also supported by negative corre-

lations between offsets and the amplitude of diurnal cycles in

SSTs (Chan and Huybers 2020), identification of offsets later

found to come from data truncation (Chan et al. 2019), and

improved agreement between adjusted SSTs and air temper-

atures from nearby coastal weather stations (Chan et al. 2019).

In this study, we assess all available ship-based SSTs that come

from buckets, ERIs, or hull sensors, or with missing method

information.

a. Linear-mixed-effect method

SST observations are grouped according to nation, deck, and

method of measurement. Nation and method information is

identified following the same approach as in the last section,

but we no longer assume that U.S. SSTs with missing method

information are ERI measurements, as done in obtaining R3.

Rather, we define ‘‘missing method’’ as a category and allow

the LME method to determine any required adjustment for

these U.S. measurements. We include deck numbers in defin-

ing different groups because these indicate information re-

garding ICOADS data collectors and processors (Freeman

et al. 2017), and processing has been found to be a potentially

important source of bias (Chan et al. 2019).

To intercompare different groups of SSTs and estimate

systematic offsets, we first pair SSTs if they come from distinct

grouping according to nation, deck, and method and are within

300 km and 2 days of one another. We use each measurement

at most once to prevent error covariance between pairs, with
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the pairing algorithm prioritizing SST pairs that are closest in

space (Chan and Huybers 2019). Compared with Chan and

Huybers (2019), who only intercompared SSTs thought to

come from buckets, the inclusion of SSTs from ERIs, Hull

sensors, or with missing method information increases the total

number of pairs from 17.8 to 45.8 million throughout 1850–

2014. These pairs come from 492 groups that each contribute at

least 5000 pairs of SSTs. Our focus is on the years 1935–49 that

contains a subset of 1.8 million SST differences from 66 groups

(Fig. 2b and Table 2), but we analyze all 45.8 million SST pairs

for purposes of more fully accounting for covariance across

groupings. To account for physical separation between paired

measurements, we first remove climatological differences ex-

pected from geographical and temporal displacement. The

expected differences are estimated from NOAA optimal in-

terpolated SSTs (Reynolds et al. 2007) and drifter observations

in ICOADS3.0 (Chan and Huybers 2019).

After removing expected offsets, the remaining differences

in paired temperatures dT are represented as arising from

offsets among groups:

dT5Xa1Z
y
b
y
1Z

r
b
r
1 e . (1)

The fixed-effect term a describes offsets between groups, and

random effects terms describe 5-yr and regional variations, by

and br respectively, around mean offsets. Fixed effects are

constrained so that the offset is zero when averaged across all

pairs over all years. Design matrices X, Zy, and Zr have entries

of 0, 1, and 21 that specify which observations are inter-

compared. Figure 3 illustrates the element-wise specification

given in Eq. (1). The designation of fixed and random effects is

identical to that in Chan and Huybers (2019) but with allow-

ance for groupings that involve different measurement types

and a related larger number of observations.

In practice, to reduce the computational cost, we aggregate

data by averaging SST differences according to combinations

of pairs of groups, regions, and years before estimating offsets.

Uncertainties associated with aggregated SST differences are

budgeted to account for observational error, physical SST

variability, and heteroscedasticity associated with distinct

group size, and are used to weigh aggregated pairs in the LME

analysis. The error estimate resulting from the LME analysis

is a multivariate Gaussian that accounts for covariance. We

represent the uncertainties of groupwise adjustments using

a 1000-member ensemble of random adjustments having

FIG. 2. Distribution of SST measurements. (a) The number of SST measurements according to individual groups

from 1935–49.Groups are identified by country, deck, and instrument. Nation abbreviations areDE:Germany;GB:

Great Britain; JP: Japan; NL: the Netherlands; and U.S.: the United States. Groups having fewer than 100 000

measurements in 1935–49 are labeled as ‘‘other groups.’’ Instruments are indicated by the color of group names for

bucket (blue), ERI (red), and unknown methods (gray). (b) Numbers of SST pairs (width of connections) between

individual groups (filled circles) during 1935–49. The color of outer circles denotes measurement methods. Also

shown are maps indicating groups that contribute the most observations within 58 grid boxes, for (c) 1936–40,

(d) 1941–45, and (e) 1946–50. White grid boxes have fewer than 3 years of data within corresponding 5-yr intervals.
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groupwise offsets that are perturbed according to the estimated

multivariate Gaussian. The ensemble captures error covari-

ance among fixed and random effects as well as covariance

introduced by changes in the spatial coverage of individual

groups. Further details regarding the LME implementation are

in appendix A.

One limitation of the LME method is that it informs re-

garding relative offsets and does not account for biases com-

mon to all groups. Common SST biases, however, may vary

with time. For example, bucket biases toward being cold

are generally thought to diminish with systematic changes

from less-insulated canvas to more-insulated rubber buckets

(Folland and Parker 1995; Kennedy et al. 2011b, 2019).

Existing estimates represent this bucket change as occurring

gradually from the 1930s to the 1970s (Kennedy et al. 2019) or

as being confined to after the 1950s (Kennedy et al. 2011b).

Systematic changes in biases for other ship-basedmeasurements

have also been identified for more recent years by comparison

against marine profile measurements (e.g., Kennedy et al. 2019).

We cannot rule out systematic changes between all types of

measurements duringWW2 but proceed with an examination of

identifiable offsets.

b. Groupwise offsets and the diurnal cycle

We first apply the LME methodology to intercompare

groups of SST measurements using all available SST data. Of

the 66 groups present between 1935 and 1949, 29 have signifi-

cant offsets (P, 0.05; Table 2). Significance is assessed relative

to a null hypothesis of zero-mean offset relative to the average

across all groups (Chan and Huybers 2019). In addition, 12

groups still show significant offsets after a Bonferroni correc-

tion. The Bonferroni correction compensates for the increased

chance of false positives when conducting n tests by evaluating

each at P , a/n. In our case, we have n equal to 66 groups

between 1935 and 1949 and a equal to 0.05. There are five

positively identified ERI groups that are each found to be

warmer than the 24 bucket groups, on average, by 0.538C (0.258
to 0.728C; Table 2). Offsets of groups having missing method

information range from20.48 to 0.68C. This range is similar to

that spanned by the entire population of the bucket and ERI

groups, suggesting that at least some of these groups are dis-

tinctly from bucket or ERI measurements.

Chan and Huybers (2020) demonstrated the utility of us-

ing the diurnal cycle in combination with offsets to infer the

composition of measurements within a group. A negative

correlation is generally found between diurnal amplitudes

and offsets across groups that have variable compositions

of ERI and bucket data because ERIs are generally warmer

and have a smaller diurnal cycle than bucket measurements.

To estimate diurnal cycles, we make use of tracked ships

(Carella et al. 2017) and only evaluate ships making mea-

surements at least four times per day using a least squares fit

FIG. 3. An element-wise illustration of the LME model in Eq. (1). Equation (1) is given along with the dimen-

sionality of matrices and vectors (blue), where p, g, y, and r are, respectively, numbers of pairs, groups, 5-yr in-

crements, and regions, respectively. Three terms are illustrated in detail: 1) paired SST differences dT; 2) X is a

design matrix that specifies groupwise interactions between paired observations and a are the fixed effects; and 3)

Zy is a designmatrix expanded to specify 5-yr bins in which groupwise interactions take place andby represents 5-yr

random effects that are assumed to follow a Gaussian distribution, byij
;N(0, s2

y). Regional effects Zrbr are also

estimated for individual groups and have a similar structure to Zyby.
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of a once-per-day sinusoid. Although the Nyquist cutoff is

two measurements per day, in practice non-sinusoidal com-

ponents of the diurnal cycle make using higher-resolution

data useful. U.S. deck 195 presents a special case, however,

because it contributes 47% of U.S. wartime measurements

(Fig. 2a) but has a sampling frequency of only three times per

day. To fit the amplitude of this deck, we estimate a linear

combination of diurnal cycles from two basis functions based

upon known bucket and ERI measurements (see appendix

B). The best estimate indicates that U.S. deck 195 is consis-

tent with being purely composed of ERI measurements.

Half of the 66 groups present between 1935 and 1949, along

with U.S. deck 195, have tracked ships with sufficient reso-

lution of the diurnal cycle (Table 2). To account for distinct

spatial and seasonal coverage of individual groups, we report

diurnal amplitudes as anomalies relative to a 1990–2014 cli-

matology of diurnal amplitudes estimated from drifting buoys

(Chan and Huybers 2019). As expected, diurnal amplitude is

strongly anticorrelated with groupwise offsets (Fig. 4). The

relationship between diurnal amplitudes and groupwise off-

sets is estimated using a York regression (York et al. 2004)

and associated uncertainties are estimated by bootstrapping

individual groups 10 000 times with replacement. The three

known ERI groups are associated with relatively warm and

small-amplitude diurnal cycles, whereas all known bucket

groups are colder and have a higher diurnal amplitude. In

general, bucket groups have higher intergroup variability in

terms of both diurnal amplitudes and groupwise offsets,

consistent with the fact that a variety of bucket designs and

measurement protocols were used to collect SSTs (Folland

and Parker 1995; Kent and Taylor 2006). The large spread

across bucket groups may also involve misclassification of

ERI SSTs as coming from buckets (Carella et al. 2018; Chan

and Huybers 2020).

U.S. decks 110, 116, 195, 281, and 705 account for 88% of all

U.S. measurements during 1935–49 and each is significantly

warmer than the average across all groups and exhibits a di-

urnal amplitude that is significantly smaller than a climatology

derived from drifting buoys (P , 0.05; Fig. 4, Table 2). The

combination of warm offsets and small diurnal amplitudes

supports the assumption made in HadSST3 (Kennedy et al.

2011b) and the findings of Carella et al. (2018) that U.S.

measurements with missing method information during WW2

are ERI measurements. Confirmation of U.S. decks being

composed of ERI measurements also supports the offset be-

tween R2 and R3 reflecting biases between ERI and bucket

measurements.

c. Reduced WW2WA after removing groupwise offsets

The R4 reconstruction of historical SSTs during WW2

comes from combining all groups of SSTs after adjusting for

groupwise offsets (Fig. 1c) and gives a WW2WA of 0.138C
(0.018 to 0.268C). R4 can be contrasted with the nonadjusted

R1 reconstructions having a WW2WA of 0.418C (Fig. 1b).

FIG. 4. Groupwise offsets are negatively correlated with diurnal-cycle amplitudes. Offsets

are averaged over 1935–49 and plotted against diurnal amplitude anomalies. Diurnal anoma-

lies are relative to a 1990–2014 climatology from drifters. Colors of inner circles denote nation

and deck combinations, and colors of outer circles denote instruments. The 95% confidence

intervals (c.i.) are from the linear-mixed-effect analysis (vertical bars on each marker) and

least squares sinusoidal fits of amplitudes (horizontal bars). A linear trend of offset with am-

plitude (black line) is from a York regression with the 95% c.i. (gray shading) estimated by

bootstrapping individual groups. U.S. deck 195 (diamond) samples at three local hours in

ICOADS3.0 and has its diurnal amplitude estimated using a different method (see appendix B).

AlthoughGB deck 245 always has diurnal amplitudes significantly (P, 0.05) higher than that

from drifters, SSTs before WW2 (1935–39; downward-pointing triangle) are coldly offset by

–0.318C, and SSTs afterWW2 begins (1941–47; upward-pointing triangle) are warmer and

have an offset of 0.258C.
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Groupwise adjusted SSTs also show a smaller WW2WA in

bucket-only and ERI-only estimates of the WW2WA (Fig. 5a)

that are, respectively, 0.158C (0.068 to 0.248C) and 0.078C
(20.088 to 0.248C). As expected, collocated ERI minus bucket

difference decreases from an average of 0.488C over 1936–50 in

raw ICOADS to being centered on zero after groupwise ad-

justments (Fig. 5b).

The diminished WW2WA in adjusted SSTs largely reflects

adjustments of U.S. deck 195 that features a warm offset of

0.438C (0.178 to 0.688C) andwhose adjustment alone revises the

WW2WA from 0.418C in raw ICOADS to 0.228C (Fig. 5c).

Also of note is U.K. deck 245, which has offsets of 20.318C
(20.538 to 20.098C) before 1940 and 0.258C (0.038 to 0.478C)
between 1941 and 1947 (Fig. 4). The adjustment of deck 245

further diminishes the WW2WA by 0.068C (Fig. 5c) with local

decreases of more than 0.48C over the Indian Ocean and the

Pacific warm pool.

4. R5: Reconstruction using daytime-only measurements

A second effect that we examine stems from recognition by

Folland et al. (1984) that nighttime marine air temperatures

(MAT) were likely measured inboard during WW2. Folland

et al. (1984) state that ‘‘the reason is thought to be that it was

forbidden, at least on UK ships, to shine a torch in an exposed

place, so night MAT was observed well inboard, with conse-

quential larger heating errors’’ (p. 672). Inboard measurements

may have been operationally required tominimize light pollution

and potential detection by enemy ships or submarines. For the

same reason, water temperatures inside buckets were likely to

have been read inboard, with warmer indoor air temperatures

and lower wind speeds expected to lead to less sensible and

evaporative cooling.

There are five additional lines of evidence that point to

nighttime SSTs measured using buckets being anomalously

warm and taken inboard during WW2. First, we examine

nighttime and daytime-only SSTs coming frombucket andERI

measurements. Day and nighttime observations are identified

using the ICOADS night–day flag (ND). Whereas daytime

bucket SSTs show a WW2WA of 0.098C, the nighttime esti-

mate indicates the WW2WA being 0.328C (Fig. 6a), indicat-

ing nighttime estimates as the source of a larger anomaly.

Second, nighttime bucket SSTs reverse from being colder

than collocated daytime temperatures by 20.208C during the

five years before and after WW2, as expected regardless of

bucket design (Chan and Huybers 2020), to being 0.028C
warmer during WW2. The inversion of the day–night differ-

ence in bucket SSTs during WW2 is mainly attributable to

British Navy ships from deck 204 that contribute more than

75% of open-ocean bucket SSTs from 1942 to 1945. SST ob-

servations from buckets that are concentrated near shore, such

as deck 720 (Deutscher Wetterdienst Marine Meteorological

Archive), have little overall influence on global SST estimates

after gridding. Accordingly, the warmest anomalies in WW2

nighttime bucket SSTs are found over the Indian Ocean and

the extratropical Atlantic (Fig. 6c).

FIG. 5. Groupwise SST adjustments. (a) As in Fig. 1b, but after adjusting for groupwise offsets. The WW2WA

reduces to 0.138C (black; R4) with a 95% c.i. of 0.01 to 0.268C (gray shading). Remaining offsets between groupwise

adjusted bucket and ERI SSTs arise from different spatial coverage of the twomethods. (b) The difference between

collocated ERI minus bucket SSTs drops from approximately 0.58C in raw ICOADS (gray; R1) to being centered

on zero after groupwise adjustments (red; R4). (c) Groupwise decomposition of SST adjustments (stacked bars;

R4). Adjustments during WW2 foremost relate to U.S. Navy ship logs (deck 195) and G.B. Royal Navy ship’s logs

(deck 245). Groups having fewer than 100 000 measurements in 1935–49 are clustered and shown in black for the

purpose of this visualization.
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Third, and more specifically, the diurnal cycle of SSTs in

deck 204 shifts from having peak temperatures at 1600 local

time (LT) in the 5 years prior and afterWW2 to 2000 LT during

WW2, and the overall amplitude of the diurnal cycle decreases

(Fig. 6d). Here, the diurnal cycle of deck 204 is estimated by

directly binning all available SST anomalies by local hours.

This approach allows for using all data but is more susceptible

to noise contributions from changes in systematic offsets as-

sociated with individual ships relative to our typical approach

of assessing the diurnal cycle (e.g., in Chan and Huybers 2020).

If we compare the diurnal amplitude of deck 204 relative to

collocated climatological amplitudes estimated from drifting

buoys (Chan and Huybers 2019), the averaged anomalous

amplitude of deck 204 decreases from being 0.038C larger than

drifters in the 5 years before and after WW2 to being 0.038C
smaller during WW2.

Fourth, it is possible to rule out other instrumental or

physical causes for anomalously warm nighttime bucket SSTs.

The smaller diurnal amplitude found in deck 204 is unlikely to

be related to switching to ERI measurements because the av-

erage temperature of daytime measurements remains consis-

tent with bucket measurements taken before and after WW2

and remains cooler than known ERI measurements (Fig. 6d).

Furthermore, we are unaware of a physical mechanism that

would cause nighttime SSTs to be routinely warmer, when

averaged over a year, than daytime SSTs. A climatological

cause of the WW2WA in nighttime bucket measurements is

also contradicted by the lack of a warm anomaly in nighttime

ERI measurements (Fig. 6b).

Finally, the inference that observation protocols were

changed to avoid light pollution suggests that sailors would

favor daytime over nighttime measurements. Indeed, the per-

centage of daytime bucket SSTs relative to all available bucket

SST observations increases from 52% in the five years before

and after WW2 to 62% during WW2. These additional lines of

evidence provide a strong indication that nighttime bucket SST

during WW2 were measured inboard. We also note that the

shift from taking 55% of all available SST observations, in-

cluding bucket, ERI, and unknown types, during the daytime in

the five years before and after WW2 to 61% during WW2

makes only a minor contribution to the WW2WA. Sampling

hourly-resolved climatological diurnal cycles from drifters in-

dicates that such a shift contributes only 0.0058C to the ob-

served warm anomaly.

FIG. 6. Nighttime vs daytime bucket SSTs. (a) During WW2, nighttime bucket SSTs in raw ICOADS 3.0 (light

blue) are 0.328C warmer than in the surrounding 10 years and are 0.028C warmer than daytime bucket SSTs (or-

ange). (b) As in (a), but for ERI SSTs, which show no apparent WW2WA. (c) Spatially, nighttime minus daytime

bucket SSTs (shading) are positive over the Indian Ocean and the extratropical Atlantic during WW2 (1942–45).

Grid boxes having less than 3 months of data are displayed in gray. For visualization purposes, results are spatially

smoothed using a nine-grid 2D convolutional smoother. (d) Nighttime SSTs fromBritish deck 204 are anomalously

warm during the war (1941–45; light blue) relative to those measured during 1936–40 and 1946–50 (dark blue). To

obtain diurnal anomalies in (d), all measurements from deck 204 are binned and averaged according to local hour.

Smoothed diurnal cycles are determined with once- and twice-per-day sinusoidal harmonics using a least squares

fitting weighted by numbers of measurements in each hourly bin. Also shown are diurnal anomalies of ERI SSTs

estimated from explicitly indicated ERI measurements and U.S. measurements with unknown methodol-

ogy (black).
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Although the LME method could be further extended to

temporally resolve anomalies in nighttime biases, building in

such flexibility would force nighttime temperatures to be

consistent with daytime temperatures. This approach would

make nighttime temperatures effectively uninformative be-

cause daytime and nighttime measurements have approxi-

mately the same spatial and temporal coverage (Fig. S1 in the

online supplemental material). Instead, we simply repeat our

analysis excluding nighttime measurements. Specifically, we

use 24.1 million pairings of daytime SST measurements be-

tween 1850 and 2014 with 1.0 million of these pairs available

between 1935 and 1949. Whereas using both day and night

measurements gives a 0.138C (0.01 to 0.268C) WW2WA (R4),

the daytime-only analysis gives a WW2WA of 0.098C (20.018
to 0.188C, R5; Table 1, Fig. 1c).

We compare the WW2WA in our various observational

estimates against the variability found in CMIP5 models. To

compare the WW2WA against simulated internal variability,

we regrid a total of 25 236 years of simulated preindustrial SSTs

from 42 available CMIP5 models (Taylor et al. 2012) to a

common 58 resolution (see Table S1 for a list of models used).

Simulations are then divided into 15-yr segments, with each

segment masked using the 1936–50 least common coverage

between HadSST4 and R5 on a month-by-month basis. The

difference between the central five years and the surrounding

10 years is calculated for individual preindustrial segments to

estimate the range of internal variability. The CMIP5 runs

indicate a 95% range of internal variability being 20.108 to
0.108C.A similar analysis based on 15 453 years of preindustrial

runs from 27 available CMIP6 models gives a 95% range of

internal variability of20.118 to 0.108C, where both the CMIP5

andCMIP6 results are consistent withR5 (Fig. 7b and Table 1).

Also consistent with simulated internal variability are bucket-

only estimates of daytime SST that have a WW2WA of 0.088C
(20.028 to 0.178C) and ERI-only estimates that have an

anomaly of 0.038C (20.078 to 0.148C). Time series of

groupwise-adjusted daytime SSTs using only bucket or ERI

measurements are shown in Fig. S2 in the supplemental

material.

5. Further discussion and conclusions

Our groupwise intercomparison indicates that ERI and

bucket groups have an average offset of 0.538C (0.258 to

0.728C) during 1935–49. Such a difference is nearly 0.18C
higher than the wartime difference that averages 0.458C across

ensemble members as implemented in HadSST4 (Kennedy

et al. 2019). Furthermore, our analysis indicates that unknown

U.S. and U.K. measurements from 1942 to1945, which account

for 98% of unknown wartime measurements, are offset warm.

InHadSST4, an average of 12.5%of SSTs withmissing method

information were assumed to come from buckets and adjusted

positively. The smaller offset assumed between the bucket

and ERI SSTs and a higher percentage of observations as-

sumed to come from buckets explains the re-emergence of the

WW2WA from HadSST3 to HadSST4. Our findings indicate

that HadSST3 provides a more accurate assessment of the

WW2WA. In addition, whereas HadSST4 specifies large

uncertainties during WW2, our result reduces the standard

error of WW2WA from 0.148C in HadSST4 to 0.058C in R5 on

account of attributing more variance in the raw data to sys-

tematic offsets that can be corrected (Fig. 7b). Our LME re-

sults also indicate that R5 has slightly lower uncertainty than

R4, even though using daytime-only measurements approxi-

mately halves the sample size. Sampling and random errors are

negligible at global and decadal scales, and we infer that the

greater uncertainty in R4 is driven by systematic errors asso-

ciated with nighttime measurements, possibly associated with

variable inboard offsets.

The SST adjustments obtained through our LME approach

agree with an independent estimate arrived at using nearshore,

land-station data (Cowtan et al. 2018; Fig. 7a). Whereas the

approach of Cowtan et al. (2018) requires average SSTs to

agree with land-station data, our analysis shows that WW2WA

is an artifact arising from specific groups and features of SST

measurements. Once these artifacts are accounted for, both

FIG. 7. Comparison with other SST estimates and internal variability

in simulations. (a)Global and annual average SSTadjustments fromour

linear-mixed-effect method for daytime observations (R5; red) com-

pared against those from HadSST3 (dark blue), HadSST4 (light blue),

and Cowtan SST (orange). Groupwise adjustments are calculated as

daytime adjusted SSTs (R5)minus raw SSTs (R1), where the latter uses

both daytime and nighttimemeasurements, and the difference is shifted

positive by 0.228C for purpose of comparison. Also shown are raw SST

anomalies (R1, black)flipped forpurposes of comparison. (b)WW2WA

estimates (markers) and 95% c.i. (bars) for different SST estimates. The

WW2WAis calculated as themeandifferencebetween theaverageover

1941–45 and the average over 1936–40 and 1946–50.Best estimates from

groupwise adjusted daytime-only SSTs (R5; red) and Cowtan SST (or-

ange; referenced to coastal air temperatures) are within the 95% c.i. of

internal variability (grayscale distributions) estimated frombothCMIP5

and CMIP6 preindustrial control simulations.
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nearshore land temperatures and SSTs are in good agreement.

Our results thus help confirm the global-average results re-

ported by Cowtan et al. (2018). On the other hand, com-

pared with ERSST estimates that are referenced to MATs,

our results cast doubt on the reliability of using nighttime or

daytime MATs for adjusting SSTs during WW2. Another

discrepancy is reported in a more modern context whereby

the global mean of Hadley Centre nighttime marine air

temperatures (HadNMAT2.0.1.0) appears to be signifi-

cantly colder (P, 0.05) than SSTs by more than 0.088C after

the 1990s (Kennedy et al. 2019).

An important attribute of groupwise adjustments is the

ability to resolve regional biases arising from spatially het-

erogeneous distributions of distinct groups (Fig. 8). Removing

groupwise offsets leads to a greater decrease in the WW2WA

over the Indian Ocean and Pacific warm pool and smaller de-

creases over the tropical eastern Pacific and the South Atlantic

(Fig. 8b). The spatial correlation of the WW2WA between our

adjustments and R5 is rs 5 0.04, where the small correlation

indicates that the magnitude of the pattern that we remove is

appropriate because R5 is nearly free of the estimated pattern

of bias. HadSST estimates partially account for biases associ-

ated with shifting instruments and have a similar pattern of

correction, albeit one that is less complete such that rs 520.15

(Fig. 8e) for HadSST3 and 20.18 for HadSST4 (Fig. 8f). In

contrast, ERSST estimates use a fixed spatial pattern (Huang

et al. 2015, 2017) that does not account for patterns associated

with groupwise offsets, giving an rs 5 20.28 for ERSST4

(Fig. 8d) and rs 5 20.25 for ERSST5. The zonally symmetric

corrections from Cowtan et al. (2018) also do not capture the

patterns of WW2 offsets.

An implication of the removal of WW2WA in our analysis

is a more stable and smoothly evolving SST estimate (Table 1).

The 1936–50 standard deviation of global-average, annual SST

anomalies decreases from 0.248C in raw ICOADS (R1) to

0.078C (0.068 to 0.118C) in the adjusted daytime-only estimates

(R5). Such subdecadal variability is consistent with estimates

from HadSST3 and Cowtan SST and lies within the 95%

FIG. 8. Patterns of WW2WA. (left),(center) Maps of temperature differences between 1941 and 1945 and the mean over 1936–40 and

1946–50 for (a) raw daytime SSTs in ICOADS 3.0, (b) groupwise adjustments of daytime SSTs, (c) adjusted daytime SSTs [R5; values in

(a) and (b) summed], (d) ERSST4, where ERSST5 has a similar pattern, (e) HadSST3, and (f) HadSST4. A grid box is shown if it has at

least 2 years of data, each with at least 6 months of observations, with 1 year during 1941–45 and another in the 10 surrounding years. All SST

estimates are masked by the least common coverage betweenHadSST4 and daytime-only estimates (R5) on amonth-by-month basis. (right)

Difference between daytime groupwise adjusted estimates (R5) and other datasets for (g) ERSST4, (h) HadSST3, and (i) HadSST4.
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confidence interval of CMIP5 and CMIP6 historical simula-

tions that we analyze. In contrast, the HadSST4 median esti-

mate has a standard deviation of 0.128C that is larger than 93

out of 94 CMIP5 historical simulations and 37 out of 38 CMIP6

historical simulations, and ERSST median estimates have

standard deviations of 0.168–0.178C that are higher than all

CMIP5 and CMIP6 historical simulations (Table 1). On re-

gional scales, the effect of groupwise adjustments are smaller

than other sources of variability—including from physical

changes, sampling uncertainty, and random measurement er-

rors—such that the 1936–50 variance on 58 3 58 grids de-

creases, on average, by only 12%.

In sum, our results help confirm that the WW2WA in in-

strumental SST estimates is a data artifact that arises from

instrumental changes (Thompson et al. 2008). We identify U.S.

and U.K. ships as the primary origin of the WW2WA. Warm

biases in WW2 nighttime bucket SSTs are also identified.

Adjusting for these offsets removes the WW2WA and leads

to a more homogeneous trend in SSTs. Our results highlight

the importance of resolving systematic errors in SSTs and

reconcile the largest existing discrepancy between historical

surface temperatures and model estimates (Folland et al.

2018). The fact that our independently derived adjustments to

the SST record leads to consistency with model simulations of

SST variations during WW2 gives greater confidence in pre-

dictions based on such models.

Ongoing work to recover historic SST will make more

wartime data available for U.S. deck 195, which currently only

has measurements that were collected at 0800, 1200, and 2000

LT included in ICOADS. Metadata that allow for dis-

tinguishing between types of naval ships, such as destroyers

and destroyer escorts, are also being recovered (Hawkins et al.

2020). Incorporation of these additional SST observations and

metadata in future work should permit for a more accurate and

detailed adjustments of systematic offsets and more accurate

estimates of historical SST.
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archive@env.ethz.ch for access; last access: 21 February

2019). Monthly CMIP6 outputs are from the ESGF portal

(https://esgf-node.llnl.gov/search/cmip6/; last access: 8 January

2021). Raw and groupwise adjusted SSTs (R1–5), as well as key

results in this manuscript, are available from the Harvard

Dataverse repository, https://doi.org/10.7910/DVN/RJLBOQ.

The full reference for ICOADS3.0 follows:ResearchDataArchive/

Computational and Information Systems Laboratory/

National Center for Atmospheric Research/University
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Laboratory/Earth System Research Laboratory/OAR/NOAA/

U.S. Department of Commerce, Cooperative Institute for

Research in Environmental Sciences/University of Colorado,

NationalOceanographyCentre/University of Southampton,Met

Office/Ministry of Defence/United Kingdom, Deutscher

Wetterdienst (German Meteorological Service)/Germany,

Department of Atmospheric Science/University of Washington,

Center for Ocean–Atmospheric Prediction Studies/Florida State

University, and National Centers for Environmental Information/

NESDIS/NOAA/U.S. Department of Commerce. 2016, updated

monthly. International ComprehensiveOcean–AtmosphereData

Set (ICOADS) Release 3, Individual Observations. Research

Data Archive at the National Center for Atmospheric Research,

Computational and Information Systems Laboratory (https://

doi.org/10.5065/D6ZS2TR3, accessed 3 October 2018).

Codes required to reproduce the full analysis and display items

are available from a Github repository, https://github.com/

duochanatharvard/World-War-II-Warm-Anomaly.

APPENDIX A

Setup and Implementation of the LME Methodology

The linear-mixed-effect (LME) method compares nearby

measurements from different groups delineated according

to method, nation, and deck numbers and estimates sys-

tematic offsets among these groups relative to the mean of

all paired measurements. We pair SSTs that are within

300 km and 2 days of one another, but results are not qual-

itatively sensitive if smaller thresholds are used in the

pairing process. Expected offsets associated with spatial and

temporal displacement are removed using a climatology

derived from high-resolution satellite and drifter measure-

ments (see section 2c in Chan and Huybers 2019). The re-

sulting residual SST differences dT are modeled using

Eq. (1) in the main text, which is repeated here for ease of

reference:

dT5Xa1Z
y
b

y
1Z

r
b

r
1 e .

Matrix X is a design matrix for a, or the fixed-effect offsets

among groups. Entries of X are 1, 21, and 0, specifying which
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data are intercompared (Fig. 3). The term by represents how

offsets in each group vary around its mean offset across 5-yr

increments since 1850, and br indicates how offsets specified

for 17 different regions vary about the spatial mean (see Fig. 3 in

Chan and Huybers 2019). Individual elements in by and br are

assumed to follow normal distributions such that the model relaxes

solutions toward zero when fewer data are available for estimating

individual yearly effects. Matrix Zy is a design matrix similar to X

but has more columns because it indicates not only which groups

are intercompared but also when comparisons are made. Matrix Zr

is similar but includes where comparisons are made.

Our setup of the LME method permits partly resolving

variations in offsets due to geographically varying measure-

ment environment (Fig. A1). Higher-order interactions that

involve group, year, and region are not accounted for in this

model to limit the number of free parameters. Note that the

model does not explicitly resolve seasonal variations in offsets.

To estimate seasonality, we fit the model on subsets of three

consecutive months and combine 12 successive analyses to

cover the full year. Southern Hemisphere SSTs are shifted by

six months to account for different seasons between hemi-

spheres (Chan and Huybers 2020).

There are 45.8 million SST pairs in our analysis using all

daytime and nighttime measurements over the years 1850–

2014. Inversion of error matrices having this number of di-

mensionality (i.e., 45.8M3 45.8M) is prohibitive despite use of

state-of-the-art, large-memory systems. To increase computa-

tional efficiency, pairs are averaged according to combinations

of groups, regions, and years. The residual error of the kth

averaged pair ek are assumed to follow N(0, s2
k), where vari-

ance arises from three sources:

s2
k 5

2s2
o

n
k

1
2s2

s

nx
k

1
�s2

c

n2
k

. (A1)

The first term on the right-hand side denotes random obser-

vational errors, where nk is the number of pairs in the kth

average. Random observational error for individual ship-

based SSTs s2
o is estimated to be 0.938C2 using all bucket and

ERI measurements following the method in Chan and

Huybers (2019, see their Fig. 10). In our earlier estimate

based only on bucket measurements (Chan et al. 2019) s2
o was

0.868C2. The second term, 2s2
s /n

x
k, denotes partially correlated

observational errors, including systematic biases associated

with individual ships. Because ship information is not always

available, nx
k is used to approximate effective numbers of

ships within the kth average. Here, s2
s based on all bucket and

ERI measurements is 0.508C2 and x is 0.57, whereas in Chan

et al. (2019) we obtained values of 0.388C2 and 0.57 using

bucket SSTs. Finally, s2
c denotes uncertainties associated with

physical SST variations. Estimates of s2
c account for inter-

annual variance and covariance of physical SSTs as a function

of location, month, and displacement. More details of the

error structure can be found in section 5a of Chan and

Huybers (2019).

After averaging, we use an iterative numerical algorithm

(Harville 1977), as implemented in the Matlab function ‘‘fit-

lmematrix’’, to estimate the LME model. In particular, we

estimate three hyperparameters: the variance of all yearly ef-

fects, s2
y; the variance of all regional effects, s2

r ; and a scaling

parameter applied to alls2
k to capture uncertainties in our error

model [Eq. (A1)]. The algorithm iterates between these hy-

perparameters and the fixed effecta until reaching amaximum

likelihood estimate. The uncertainty of the fixed effect is esti-

mated accounting for residual errors and covariance between

random effects, whereas the mean and uncertainty of random

effects are estimated using multivariate Gaussian distributions

conditional on fixed-effect estimates. Associated equations are

all detailed in the appendix of Chan and Huybers (2019).

The significance of groupwise offsets is estimated using a

two-sidedZ test from 1000 sets of groupwise randomized offset

estimates. Offsets are realized according to the mean and un-

certainties associated with fixed and random effects. A

Bonferroni correction is also applied to account for the in-

creased probability of incorrectly rejecting true null hypothe-

ses in multiple hypothesis testing, which is carried out by

lowering the threshold of the p value to be 0.05/66, where 66 is

FIG. A1. Differences between bucket and ERI offsets.

(a) Differences in ERI and bucket groupwise offsets as a function

of season and latitude. In general, ERI–bucket differences are

higher in winter, consistent with the expectation of greater win-

tertime heat loss from buckets. During summer, ERI–bucket dif-

ferences are less positive in the extratropics than the tropics,

consistent with reduced bucket heat loss in warm and humid air and

active heating by incident solar radiation (Folland and Parker

1995). This latitude dependence is also consistent with warm high-

latitude summertime bucket SSTs as reported in Kennedy et al.

(2019) and Chan and Huybers (2020). The differences shown in

(a) rely on estimates for all available groups during 1850–2014.

Regional effects are first averaged within latitude bands for indi-

vidual groups to obtain an estimate of latitude effects. Fixed plus

latitude effects are then averaged over all bucket and ERI groups

that are explicitly determined from ICOADS or WMO No. 47

metadata.Across-group averages are weighted by the total number

of measurements in individual groups. (b) As in (a), but only for

groups that contribute during 1935–49. A similar seasonality and

latitude dependence is again found in this interval, but ERI–bucket

differences are larger, possibly because of using less insulated

buckets or ERI design.
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the number of groups from 1935 to 1949. We also use these

1000 sets of randomized offset estimates to generate a 1000-

member ensemble of adjusted monthly gridded SSTs, which

permits accounting for error covariance reflecting the spatial

and temporal coverage of individual groups.

APPENDIX B

Using Diurnal Variations to Infer Measurement Type for
Deck 195 Measurements

All SST measurements from U.S. deck 195 are sampled at

0800, 1200, and 2000 LT, whereas elsewhere we have required

that each 6-hourly bin of a day has at least one measurement

(Carella et al. 2018; Chan and Huybers 2020). Because deck

195 contains 24% of observations within the WW2 interval,

however, we take an alternative approach that uses diurnal

cycles from bucket and ERI measurements as basis functions

(Fig. B1). Specifically, the diurnal cycle of deck 195 is rep-

resented as a linear combination of bucket and ERI cycles,

with the mixture determined using least squares fitting.

When using all available SST measurements, the best fit

yields 100% ERI and 0% bucket (Fig. B1a), equivalent to a

diurnal amplitude of 0.058C that is 0.078C smaller than that

of drifting buoys. Our inference that deck 195 is consistent

with purely ERI SSTs is robust to dividing the analysis to

focus on individual regions and seasons, where in each case

the observed diurnal variations are consistent with other

ERI data and highly inconsistent with bucket observations

(Figs. B1b–e).

FIG. B1. Diurnal amplitude of U.S. deck 195. Diurnal anomalies for deck 195 (black circles; yellow bar shows

the 95% c.i.), bucket (red; shading shows the 95% c.i.), and ERI (blue; shading shows the 95% c.i.) measure-

ments. All shown diurnal anomalies are relative to the respective average over each of the three times in a day

that deck 195 reports measurements, i.e., 0800, 1200, and 2000 LT. Diurnal cycles of bucket and ERI SSTs are

based on tracked ships that have at least one measurement in each 6-hourly bin of a day over 1935–49. Unknown

U.S. measurements from decks other than 195 are assumed to be ERI measurements because of their small

diurnal amplitudes and warm groupwise offsets (Fig. 4 in the main text). Individual panels are for (a) all

available measurements, (b) the tropics (308S–308N), (c) the NH extratropics (308–608N), (d) NH extratropical

summer (JJA), and (e) NH extratropical winter (DJF). In all cases, the diurnal cycle of deck 195 follows ERI

SSTs more closely than bucket SSTs.
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